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Abstract— Network Function Virtualization (NFV) enables the 

networks to provide dynamic and agile services by decoupling 

the network functions from hardware. Resource allocation is 

one of the most important challenges in NFV-based networks to 

maximize the providers’ profile while satisfying customer 

requirement. End-to-end delay is one of the requirements that 

have got little attention in the literature. In this paper, we 

formulate the VNF embedding problem subject to delay 

constraint as a MINLP problem. In this formulation, the 

objective is to maximize the provider’s profit such that the 

constraints of the nodes' capacity (i.e., memory, CPU, and 

storage), the links' capacity (i.e., bandwidth), the end-to-end 

delay threshold, and required resources (i.e., memory, CPU, and 

storage) for each instance are satisfied. This formulation can be 

used to analyze the effect of system parameters on the objective. 

The problem is solved optimally by the SCIP optimization tool. 

The simulation results verify our proposed model and the 

solvers optimal solution.  

Keywords- Network Function Virtualization, Service chain, 

VNF embedding, Instance, End-to-end delay, Optimality 

I. INTRODUCTION 

In recent years, by an explosion of mobile devices, the 

requirements for more diverse and new services with high 

data rate have been increased. To provide the services, 

operators require dense deployments of network equipment 

and rapidly changing skills for managing this equipment. 

These requirements increase the Operating Expenses (OPEX) 

and Capital Expenses (CAPEX). To build more dynamic and 

service-aware networks with reducing OPEX and CAPEX, 

Network Function Virtualization (NFV) is proposed. The 

main idea of NFV is migrating network functions from 

dedicated hardware to software instances running on general 

purpose virtualized networking and computing 

infrastructures. Reducing CAPEX and OPEX, especially the 

power consumption, and increasing the speed of service 

provisioning are some of NFV’s advantages [1].   

The deployment of NFV faces several challenges, some of 

these challenges are, management and orchestration, energy 

efficiency, resource allocation, and security. Resource 

allocation in NFV-based networks as one of the main 

challenges of NFV consists of three stages, 1) VNFs - Chain 

composition: to compose the chains of Virtual Network 

Functions (VNFs) dynamically and deploy them on a set of 

physical network nodes to meet a service-level-agreement, 2) 

VNF - Forwarding Graph Embedding: to find where to 

allocate the VNFs in the network infrastructure in a suitable 

way considering a set of requested network services, and 3) 

VNFs – Scheduling: to perform scheduling of VNFs’ 

execution in order to minimize the total execution time of the 

network services. 

Some existing works considered the resource allocation in 

NFV-based networks [3-8]. Authors in [3] addressed the 

problem of minimizing the cost of the occupied nodes and 

links. In [4], the problem of minimizing the links’ delay and 

processing time is addressed considering the end-to-end 

delay as a summation of processing and propagation delay. In 

that paper, the queuing delay is ignored. Authors in [5] 

proposed a model to minimize the number of embedded 

VNFs into the infrastructure considering the processing and 

propagation delay. In [6], the minimization problem of 

occupied substrate nodes is subject to the Quality of Service 

(QoS) satisfaction of service chains which is formulated as a 

MILP problem. In [7], a heuristic algorithm based on the 

Genetic algorithm is proposed to solve the problem of 

minimizing the number of occupied nodes and links. In that 

paper, the end-to-end delay is also ignored. Authors in [8], 

proposed a heuristic algorithm to address a multi-objective 

problem. Although in the paper the end-to-end delay is 

concerned as a QoS factor, queuing delay is not calculated 

correctly and is based on a node parameter.  

To the best of our knowledge, none of the existing works 

considered the VNF embedding to infrastructure in a 

hierarchical model and the end-to-end delay as a summation 

of queuing and processing delay. Our main contributions are 

as follows: 1) VNF embedding to infrastructure in a 

hierarchical model, 2) defining QoS as end-to-end delay by 

taking into account the queuing delay. In this paper, we define 

the problem of maximization of difference of the revenue of 

service chains’ admissions and the cost of the instances’ 

activation and bandwidth usage as a MINLP problem, which 

is called DA-SFC problem. The constraints of this problem 

are nodes' capacity (i.e., memory, CPU, and storage), links' 

capacity (i.e., bandwidth), end-to-end delay threshold, traffic 

passing through each instance, and resource (i.e., memory, 

CPU, and storage) requirement of each instance. 
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The remainder of this paper is organized as follows. In 

Section II, the system model is proposed. The problem 

formulation is proposed in Section III. Finally, the simulation 

results and conclusion are presented in Section IV and V, 

respectively. 

II. SYSTEM MODEL 

The substrate network is modeled as a directed graph 

𝐺(𝑁𝑝, 𝐸𝑝) wherein 𝑁𝑝 indicates the set of nodes, and the set 

of links is indicated by 𝐸𝑝. Each node 𝑛 ∈ 𝑁𝑝 is a physical 

server in the substrate network with a limited amount of CPU, 

memory, and storage capacity denoted by 𝜃𝑐𝑝𝑢
𝑛 , 𝜃𝑚𝑒𝑚

𝑛 , and 

𝜃𝑠𝑡𝑟𝑔
𝑛  , respectively. Also, each physical link (𝑛, 𝑚) ∈ 𝐸𝑝 has 

a limited bandwidth capacity indicated by 𝜃(𝑛,𝑚). 

Set  𝑇  contains all available VNF types that can be 

requested by users. The service provider has multiple 

instances of each type. 𝐼𝑡 is the set of instances of type 𝑡 ∈ 𝑇.  

Since several virtual machines are available on each physical 

node, multiple instances can be embedded on a physical node. 

Note that an instance can be mapped just on one individual 

server. It is assumed that the vendor VNFs determined the 

amount of required CPU, memory, and storage as well as the 

admittable traffic volume for each type 𝑡 ∈ 𝑇 , which are 

respectively denoted by 𝐶𝑃𝑈𝑡 , 𝑚𝑒𝑚𝑡 , 𝑠𝑡𝑟𝑔𝑡 , and 𝑈𝑡 . In 

order to use an instance of VNF type 𝑡 its license should be 

activated, its fee is 𝐶𝑡.  

The user requests for a SFC. Set 𝐺𝑣  contains all SFCs 

requested by users. Each SFC 𝑟 ∈ 𝐺𝑣  is a sequence of VNFs 

denoted by 𝑁𝑣
𝑟, which are connected by virtual links denoted 

by 𝐸𝑣
𝑟 . For link(𝑘, 𝑙) ∈ 𝐸𝑣

𝑟 , 𝑤𝑟
(𝑘,𝑙)

 is the required bandwidth 

between consecutive VNFs 𝑘, 𝑙 ∈ 𝑁𝑣
𝑟  in SFC 𝑟 ∈ 𝐺𝑣 . Each 

VNF 𝑛′ ∈ 𝑁𝑣
𝑟  has its specific type indicated by 𝑡𝑛′

𝑟  and is 

supposed to be mapped to an instance of the same type. As 

mentioned before, one of the most important factors of QoS 

is the end-to-end delay between the source and the destination 

of each service. The threshold of the maximum tolerable end-

to-end delay of service 𝑟 ∈ 𝐺𝑣 is also denoted by𝑑𝑡ℎ
𝑟 . If the 

provider accepts the service 𝑟 ∈ 𝐺𝑣 , it receives 𝑅𝑟  units of 

profit for it. 

Since the most effective factor imposes on the end-to-end 

delay of network services is the various queues that the flow 

passes within them, we focused on the queuing and 

processing delays of hypervisors and activated instances in 

end-to-end delay calculation and others are ignored.  The 

mentioned queues are modeled as M/M/1 queues. In an 

M/M/1 queue, the arrival process is Poisson, the service time 

is distributed exponentially, and there is just a single server 

processing the incoming traffic. According the relations 

governing the queuing theory, in an M/M/1 queue, if the 

arrival rate is denoted by λ, the processing rate is denoted by 

μ, the latency of a packet from its entrance time to the queue 

till its departure time from the server, denoted by 𝑑,  is [9]: 

𝑑 =
1

𝜇 − 𝜆
 

(1) 

The end-to-end delay of a service chain is composed of the 

delays imposed by the physical nodes that the VNFs of the 

chain is mapped to them. In each node there is such a queuing 

network as Fig. 1 declares.  

 
Fig. 1. Queuing network at physical. 

The first queue is the hypervisor of the physical node. Its 

arrival rate equals to the summation of all incoming flows and 

its processing rate is a parameter determined beforehand. The 

second queue that a flow passes within at each physical node 

is the instance queue. This instance is the instance that the 

corresponding VNF of the mentioned chain is mapped to it. 

Its arrival rate equals to the summation of all incoming flows 

that this instances services to them and its processing rate is 

a determined parameter. Table I discribes all parameters of 

the system model.  
 

Table I. Parameters definitions 

Parameter definition 
Parameter 

name 

Infrastructure network graph 𝐺𝑝 

The set of substrate graph nodes 𝑁𝑝 

The set of substrate graph links 𝐸𝑝 

The available capacity of link (𝑛, 𝑚)𝜖𝐸𝑝 𝜃(𝑛,𝑚) 

The available CPU cores of node 𝑛𝜖𝑁𝑝 𝜃𝑐𝑝𝑢
𝑛  

The available memory of node 𝑛𝜖𝑁𝑝 𝜃𝑚𝑒𝑚
𝑛  

The available storage of node 𝑛𝜖𝑁𝑝 𝜃𝑠𝑡𝑟𝑔
𝑛  

Processing rate of node 𝑛𝜖𝑁𝑝 𝜇𝑛𝑜𝑑𝑒
𝑛  

Bandwidth fee of physical link 𝐵𝑊𝑓𝑒𝑒 

Set of service function chains that all users have 
requested 

𝐺𝑣 

Set of all VNFs of all SFCs 𝑁𝑣 

Set of all virtual links of all SFCs 𝐸𝑣 
Set of all VNFs of SFC 𝑟𝜖𝐺𝑣 𝑁𝑣

𝑟 

Set of all virtual links of SFC 𝑟𝜖𝐺𝑣 𝐸𝑣
𝑟 

The maximum end-to-end delay threshold of SFC 

𝑟𝜖𝐺𝑣 
𝑑𝑡ℎ

𝑟  

The revenue of SFC 𝑟𝜖𝐺𝑣 𝑅𝑟 

The required bandwidth of link (𝑘, 𝑙)𝜖𝐸𝑣
𝑟 𝑤𝑟

(𝑘,𝑙)
 

Set of all available VNF types 𝑇 

Set of available instances of types 𝑡𝜖𝑇 𝐼𝑡 

Traffic capacity of type 𝑡𝜖𝑇 𝑈𝑡 

The cost  that the provider pays for the activation of 

each instance of type 𝑡𝜖𝑇 
𝐶𝑡 

The required CPU of each instance of type 𝑡𝜖𝑇 𝐶𝑃𝑈𝑡 

The required memory of each instance of 𝑡𝜖𝑇 𝑚𝑒𝑚𝑡 

The required storage of each instance of 𝑡𝜖𝑇 𝑠𝑡𝑟𝑔𝑡 

The type of VNF 𝑛′ ∈ 𝑁𝑣
𝑟 of chain 𝑟𝜖𝐺𝑣 𝑡𝑛′

𝑟  
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III. PROBLEM FORMULATION 

In this section, we formulate the DA-SFC problem. 𝐴𝑟 is 

a binary variable denoting whether SFC 𝑟 ∈ 𝐺𝑣  is accepted or 

not. 𝐴𝑟 = 1  if and only if SFC 𝑟 ∈ 𝐺𝑣 is accepted and 𝐴𝑟 =
0 otherwise. In this formulation, in fact, there is a kind of 

hierarchical mapping with two steps; first, mapping VNFs to 

appropriate instances, second, mapping instances to physical 

nodes. 𝐵𝑖,𝑡
𝑛′,𝑟

 and 𝐵𝑛
𝑖,𝑡

 are the binary variables denoting 

whether VNF 𝑛′ ∈ 𝑁𝑣
𝑟  from SFC 𝑟 ∈ 𝐺𝑣  is mapped to the 

instance 𝑖 ∈ 𝐼𝑡  of type 𝑡 ∈ 𝑇  and whether instance 𝑖 ∈ 𝐼𝑡  of 

type 𝑡 ∈ 𝑇  is embedded on the physical node 𝑛 ∈ 𝑁𝑝 

respectively. The binary indicator variable 𝐵(𝑛,𝑚)
𝑟,(𝑘,𝑙)

  equals 1 if 

and only if the virtual link (𝑘, 𝑙) ∈ 𝐸𝑣
𝑟  of SFC 𝑟 ∈ 𝐺𝑣  is 

mapped to the physical link (𝑛, 𝑚) ∈ 𝐸𝑝  of the substrate 

network. 𝑚𝑎𝑝𝑖𝑛𝑔_𝑡𝑒𝑚𝑝𝑛,𝑖
𝑛′,𝑟

 is another binary variable, 

calculated by the multiplication of 𝐵𝑖,𝑡
𝑛′

𝑛′,𝑟
 and 𝐵𝑛

𝑖,𝑡
𝑛′

 as 

equation (2), indicates whether VNF 𝑛′ ∈ 𝑁𝑣
𝑟 from SFC 𝑟 ∈

𝐺𝑣  is mapped to the 𝑖th instance of type 𝑡𝑛′.  

(2) 𝑚𝑎𝑝𝑖𝑛𝑔_𝑡𝑒𝑚𝑝𝑛,𝑖
𝑛′,𝑟 = 𝐵𝑖,𝑡

𝑛′

𝑛′,𝑟 ∗ 𝐵𝑛

𝑖,𝑡
𝑛′

  

∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′ ∈ 𝑁𝑣
𝑟 , ∀𝑖 ∈ 𝐼𝑡

𝑛′ , ∀𝑛 ∈ 𝑁𝑝 

𝑥𝑛
𝑛′,𝑟

 is another binary variable indicating whether VNF 

𝑛′𝜖𝑁𝑣
𝑟 of SFC 𝑟𝜖𝐺𝑣  is embedded to the physical node 𝑛𝜖𝑁𝑝. 

𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑_𝐵𝑊(𝑚,𝑛) is a real variable indicating the amount 

of bandwidth allocated from the physical link (𝑚, 𝑛)𝜖𝐸𝑝 to 

the accepted chains crossing from the link. 𝑦𝑛
𝑖,𝑡

 is the traffic 

entering the hypervisor queue at node 𝑛𝜖𝑁𝑝  taking service 

from the instance 𝑖 ∈ 𝐼𝑡 of type 𝑡 ∈ 𝑇, which is obtained by 

the multiplication of 𝐵𝑛
𝑖,𝑡

 and 𝜆𝑖𝑛𝑠
𝑖,𝑡

 as follows: 
(3) 𝑦𝑛

𝑖,𝑡 = 𝐵𝑛
𝑖,𝑡 ∗ 𝜆𝑖𝑛𝑠

𝑖,𝑡  𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡 , ∀𝑛 ∈ 𝑁𝑝 

𝑑𝑛𝑜𝑑𝑒
𝑛  and 𝑑𝑖𝑛𝑠

𝑖,𝑡
  denote queuing and processing delays of 

the hypervisor in node 𝑛 ∈ 𝑁𝑝 and the instance 𝑖 ∈ 𝐼𝑡 of type 

𝑡 ∈ 𝑇 ,     respectively. 𝛼𝑛
𝑟  is a binary variable that equals 1 if 

and only if at least one of the VNFs of the chain 𝑟𝜖𝐺𝑣  is 

mapped to the physical node 𝑛 ∈ 𝑁𝑝.Variable 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟 , 

which is obtained by equation (4), indicates the delay that 

SFC 𝑟𝜖𝐺𝑣  tolerates for passing through physical node 𝑛 ∈
𝑁𝑝. 

(4) 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟 = 𝛼𝑛

𝑟 ∗ 𝑑𝑛𝑜𝑑𝑒
𝑛  

∀𝑟 ∈ 𝐺𝑣 , ∀𝑛 ∈ 𝑁𝑝 

𝑄𝑖,𝑡
𝑛′,𝑟

 is another variable denoting the delay that SFC 𝑟𝜖𝐺𝑣  

tolerates since one of its VNFs is mapped to instance 𝑖 ∈ 𝐼𝑡  

of type 𝑡 ∈ 𝑇. Equation (5) clarifies its calculation. 
(5) 𝑄𝑖,𝑡

𝑛′,𝑟 = 𝐵𝑖,𝑡
𝑛′,𝑟 ∗ 𝑑𝑖𝑛𝑠

𝑖,𝑡
 

∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′ ∈ 𝑁𝑣
𝑟 , ∀𝑖 ∈ 𝐼𝑡

𝑛′ , ∀𝑡 ∈ 𝑇 

𝑐𝑜𝑠𝑡 is the total money payed by the service provider for 

bandwidth allocation and instance activation 𝑡𝑜𝑡𝑎𝑙_𝑟𝑒𝑣𝑒𝑛𝑢𝑒 

is the amount of money that the provider takes for the 

accepted SFCs as well as 𝑔𝑎𝑖𝑛  is the difference between 

𝑡𝑜𝑡𝑎𝑙_𝑟𝑒𝑣𝑟𝑒𝑛𝑢𝑒  and 𝑐𝑜𝑠𝑡  and indicates the provider’ s 

profit. 

    The formulation of the DA-SFC problem as MINLP model 

is as follows. 

(6) 𝑚𝑎𝑥 𝑔𝑎𝑖𝑛 
 s.t. 

(7) ∑ 𝐵𝑖,𝑡
𝑛′,𝑟

𝑖∈𝐼𝑛′

== 𝐴𝑟  ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′ ∈ 𝑁𝑣
𝑟 

(8) 𝐵𝑖,𝑡
𝑛′,𝑟 ≤ ∑ 𝐵𝑛

𝑖,𝑡

𝑛∈𝑁𝑝

   ∀𝑟 ∈ 𝐺𝑣 , ∀𝑛′ ∈ 𝑁𝑣
𝑟 , ∀𝑖 ∈ 𝐼𝑡

𝑛′  

(9) 𝑚𝑎𝑝𝑖𝑛𝑔_𝑡𝑒𝑚𝑝𝑛,𝑖
𝑛′,𝑟 ≤ 𝐵𝑖,𝑡

𝑛′

𝑛′,𝑟  ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′

∈ 𝑁𝑣
𝑟  , ∀𝑖 ∈ 𝐼𝑡

𝑛′ , ∀𝑛 ∈ 𝑁𝑝 

(10) 𝑚𝑎𝑝𝑖𝑛𝑔_𝑡𝑒𝑚𝑝𝑛,𝑖
𝑛′,𝑟  ≤  𝐵𝑛

𝑖,𝑡
𝑛′

 ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′

∈ 𝑁𝑣
𝑟  , ∀𝑖 ∈ 𝐼𝑡

𝑛′ , ∀𝑛 ∈ 𝑁𝑝 

(11) 𝐵𝑖,𝑡
𝑛′

𝑛′,𝑟 + 𝐵𝑛

𝑖,𝑡
𝑛′

≤ 𝑚𝑎𝑝𝑖𝑛𝑔_𝑡𝑒𝑚𝑝𝑛,𝑖
𝑛′,𝑟 ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′

∈ 𝑁𝑣
𝑟 , ∀𝑖 ∈ 𝐼𝑡

𝑛′ , ∀𝑛 ∈ 𝑁𝑝 

(12) ∑ 𝑚𝑎𝑝𝑖𝑛𝑔𝑡𝑒𝑚𝑝𝑛,𝑖

𝑛′,𝑟

𝑖∈𝐼𝑡
𝑛′

= 𝑥𝑛
𝑛′,𝑟 ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′

∈ 𝑁𝑣
𝑟  , ∀𝑛 ∈ 𝑁𝑝 

(13) ∑ 𝐵(𝑛,𝑚)
𝑟,(𝑘,𝑙)

(𝑛,𝑚)∈𝐸𝑝

− ∑ 𝐵(𝑚,𝑛)
𝑟,(𝑘,𝑙)

(𝑚,𝑛)

= 𝑥𝑛
𝑘,𝑟 − 𝑥𝑛

𝑙,𝑟 ∀𝑟

∈ 𝐺𝑣 , ∀(𝑘, 𝑙) ∈ 𝐸𝑣
𝑟 , ∀𝑛 ∈ 𝑁𝑝 

(14) ∑ ∑ 𝑤𝑟
(𝑘,𝑙)

∗

(𝑘,𝑙)∈𝐸𝑣
𝑟𝑟∈𝐺𝑣

𝐵(𝑛,𝑚)
𝑟,(𝑘,𝑙)

= 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑_𝐵𝑊(𝑛,𝑚)   ∀(𝑛, 𝑚) ∈ 𝐸𝑝 

(15) 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑_𝐵𝑊(𝑛,𝑚) ≤ 𝜃(𝑛,𝑚)  ∀(𝑛, 𝑚) ∈ 𝐸𝑝 

(16) ∑ ∑ 𝐶𝑃𝑈𝑡 ∗ 𝐵𝑛
𝑖,𝑡

𝑖∈𝐼𝑡

≤ 𝜃𝐶𝑃𝑈
𝑛

𝑡∈𝑓

 ∀𝑛 ∈ 𝑁𝑝 

(17) ∑ ∑ 𝑠𝑡𝑟𝑔𝑡 ∗ 𝐵𝑛
𝑖,𝑡

𝑖∈𝐼𝑡

≤ 𝜃𝑠𝑡𝑟𝑔
𝑛

𝑡∈𝑓

 ∀𝑛 ∈ 𝑁𝑝 

(18) ∑ ∑ 𝑚𝑒𝑚𝑡 ∗ 𝐵𝑛
𝑖,𝑡

𝑖∈𝐼𝑡

≤ 𝜃𝑚𝑒𝑚
𝑛

𝑡∈𝑓

 ∀𝑛 ∈ 𝑁𝑝 

(19) ∑ ∑ 𝑤𝑖,𝑡

(𝑙,𝑛′)
∗

(𝑙,𝑛′)∈𝐸𝑣
𝑟𝑟∈𝐺𝑣

𝐵𝑖,𝑡
𝑛′,𝑟 ≤ 𝑈𝑡  𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡  

(20) ∑ ∑ 𝑤𝑖,𝑡
(𝑙,𝑛′)

∗

(𝑙,𝑛′)∈𝐸𝑣
𝑟𝑟∈𝐺𝑣

𝐵𝑖,𝑡
𝑛′,𝑟 = 𝜆𝑖𝑛𝑠

𝑖,𝑡   𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡 

(21) 𝑦𝑛
𝑖,𝑡 ≤ 𝐵𝑛

𝑖,𝑡 ∗ 𝑀 𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡 , ∀𝑛 ∈ 𝑁𝑝 

(22) 𝜆𝑖𝑛𝑠
𝑖,𝑡 − (1 − 𝐵𝑛

𝑖,𝑡) ∗ 𝑀 ≤ 𝑦𝑛
𝑖,𝑡  𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡 , ∀𝑛

∈ 𝑁𝑝 

(23) 𝑦𝑛
𝑖,𝑡 ≤ 𝜆𝑖𝑛𝑠

𝑖,𝑡 ∗ 𝑀 𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡 , ∀𝑛 ∈ 𝑁𝑝 

(24) ∑ ∑ 𝑦𝑛
𝑖,𝑡

𝑖𝜖𝐼𝑡𝑡𝜖𝑇

= 𝜆𝑛𝑜𝑑𝑒
𝑛   ∀𝑛 ∈ 𝑁𝑝 

(25) log(𝑑𝑛𝑜𝑑𝑒
𝑛 ) + log(𝜇𝑛𝑜𝑑𝑒

𝑛 − 𝜆𝑛𝑜𝑑𝑒
𝑛 ) = 0 ∀𝑛 ∈ 𝑁𝑝 

(26) log(𝑑𝑖𝑛𝑠
𝑖,𝑡 ) + log(𝑈𝑡 − 𝜆𝑖𝑛𝑠

𝑖,𝑡 ) = 0  𝑡 ∈ 𝑇, 𝑖 ∈ 𝐼𝑡 

(27) 𝑥𝑛
𝑛′,𝑟 ≤ 𝛼𝑛

𝑟   ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′ ∈ 𝑁𝑣
𝑟 , ∀𝑛 ∈ 𝑁𝑝 

(28) 𝛼𝑛
𝑟 ≤ ∑ 𝑥𝑛

𝑛′,𝑟

𝑛′∈𝑁𝑣
𝑟

   ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛 ∈ 𝑁𝑝 

(29) 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟 ≤ 𝛼𝑛

𝑟 ∗ 𝑀  ∀𝑟 ∈ 𝐺𝑣 , ∀𝑛 ∈ 𝑁𝑝 

(30) 𝑑𝑛𝑜𝑑𝑒
𝑛 − (1 − 𝛼𝑛

𝑟) ∗ 𝑀 ≤ 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟   ∀𝑟

∈ 𝐺𝑣 , ∀𝑛 ∈ 𝑁𝑝 

(31) 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟 ≤ 𝑑𝑛𝑜𝑑𝑒

𝑛   ∀𝑟 ∈ 𝐺𝑣 , ∀𝑛 ∈ 𝑁𝑝 

(32) ∑ 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟

𝑛∈𝑁𝑝

= 𝑑ℎ𝑦𝑝,𝑟 ∀𝑟 ∈ 𝐺𝑣 

(33) ∑ ∑ 𝑄𝑖,𝑡
𝑛′,𝑟

𝑖∈𝐼𝑡𝑛′∈𝑁𝑣
𝑟

= 𝑑𝑖𝑛𝑠,𝑟 ∀𝑟 ∈ 𝐺𝑣  
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(34) 𝑄𝑖,𝑡
𝑛′,𝑟 ≤ 𝐵𝑖,𝑡

𝑛′,𝑟 ∗ 𝑀  ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′ ∈ 𝑁𝑣
𝑟 , ∀𝑖

∈ 𝐼𝑡
𝑛′

, ∀𝑡 ∈ 𝑇 

(35) 𝑑𝑖𝑛𝑠
𝑖,𝑡 − (1 − 𝐵𝑖,𝑡

𝑛′,𝑟) ∗ 𝑀 ≤ 𝑄𝑖,𝑡
𝑛′,𝑟 ∀𝑟 ∈ 𝐺𝑣 , ∀𝑛′

∈ 𝑁𝑣
𝑟 , ∀𝑖 ∈ 𝐼𝑡 , ∀𝑡 ∈ 𝑇 

(36) 𝑄𝑖,𝑡
𝑛′,𝑟 ≤ 𝐵𝑖,𝑡

𝑛′,𝑟 ∀𝑟 ∈ 𝐺𝑣  , ∀𝑛′ ∈ 𝑁𝑣
𝑟 , ∀𝑖 ∈ 𝐼𝑡 , ∀𝑡

∈ 𝑇 

(37) 𝑑ℎ𝑦𝑝,𝑟 + 𝑑𝑖𝑛𝑠,𝑟 ≤ 𝑑𝑡ℎ
𝑟  ∀𝑟 ∈ 𝐺𝑣  

(38) 𝐵𝑖,𝑡
𝑛′,𝑟 ≤ 𝑥𝑡

𝑖  ∀𝑟 ∈ 𝐺𝑣 , ∀𝑛′ ∈ 𝑁𝑣
𝑟  , ∀𝑖 ∈ 𝐼𝑡 , ∀𝑡 ∈ 𝑇  

(39) ∑ ∑ 𝐶𝑡 ∗ 𝑥𝑡
𝑖

𝑖∈𝐼𝑡𝑡∈𝑇

+ 𝐵𝑊𝑓𝑒𝑒  

∗ ∑ 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑_𝐵𝑊(𝑚,𝑛)

(𝑚,𝑛)∈𝐸𝑝

= 𝑐𝑜𝑠𝑡 
(40) ∑ 𝑅𝑣𝑛𝑟 ∗ 𝐴𝑟

𝑟∈𝐺𝑟

= 𝑡𝑜𝑡𝑎𝑙_𝑟𝑒𝑣𝑟𝑒𝑛𝑢𝑒 

(41) 𝑡𝑜𝑡𝑎𝑙_𝑟𝑒𝑣𝑒𝑛𝑢𝑒 − 𝑐𝑜𝑠𝑡 = 𝑔𝑎𝑖𝑛 

(42) 𝐴𝑟, 𝐵𝑖,𝑡
𝑛′,𝑟 , 𝐵𝑛

𝑖,𝑡 , 𝐵(𝑛,𝑚)
𝑟,(𝑘,𝑙)

, ∈ {0, 1}  

(43) 𝑚𝑎𝑝𝑖𝑛𝑔_𝑡𝑒𝑚𝑝𝑛,𝑖
𝑛′,𝑟 , 𝑥𝑛

𝑛′,𝑟 , 𝛼𝑛
𝑟 ∈ {0,1} 

(44) 𝑄𝑖,𝑡
𝑛′,𝑟 , 𝑦𝑛

𝑖,𝑡 , 𝜆𝑖𝑛𝑠
𝑖,𝑡 , 𝑑𝑛𝑜𝑑𝑒

𝑛 , 𝑑𝑖𝑛𝑠
𝑖,𝑡 ∈ 𝑅+ 

(45) 𝑑𝑒𝑙𝑎𝑦_𝑡𝑒𝑚𝑝𝑛
𝑟 , 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑_𝐵𝑊(𝑚,𝑛) ∈  𝑅+ 

(46) 𝑐𝑜𝑠𝑡, 𝑡𝑜𝑡𝑎𝑙𝑟𝑒𝑣𝑟𝑒𝑛𝑢𝑒 ∈ 𝑅+ 
(47) 𝑔𝑎𝑖𝑛 ∈ 𝑅 

 

IV. SIMULATION RESULTS 

In this section, we evaluate the effect of various system 

parameters on the objective by simulation results. To do so, 

we consider a directed graph and a set of SFCs as shown in 

Fig. (2). The bandwidth capacity of all substrate links equal 

100 units. Additionally, in each physical node the CPU, 

memory, and storage available resources equal to each other 

and from node 0 to node 3 it equals 130, 130, 120, and 120 

respectively. It is worth to mention that by setting a 

coefficient to these physical nodes’ capacity, we evaluate the 

effect of resources on the network profit. The amount of 

money that the provider pays for each bandwidth unit equals 

10. This model is solved twice; firstly, end-to-end delay of all 

SFCs is 0.1 and then, it equals 0.05. In the first experiment 3 

SFCs while in the second one, 2 SFCs are accepted.  This is 

a simple example to verify the correctness of SFC mapping. 

The properties of SFCs and the VNF types are represented in 

Table II as well as Table III illustrates the properties of 

instance types. 

Fig. 3 shows the accepted SFCs, and their mappings into 

the substrate network. The green arrows show the VNF 

mapping. It is worth mentioning that the instances’ mappings 

are not shown in this Figure. 

 In the next step, we increase and change the number of 

substrate nodes and requested SFCs as illustrated in Fig. 4 

and Table IV. We observe the influence of some parameters 

on our proposed model by the simulation results. 

One of the most concerned QoS factors is end-to-end 

delay. It is predictable to increase the gain as the end-to-end 

delay thresholds of requested SFCs increase. To prepare 

different values for end-to-end delays, we define a coefficient 

and multiply it to the requested VNF numbers of each SFC 

and assumed the result as the end-to-end delay threshold of 

the corresponding SFC. Fig. 5 represents the effect of end-to-

end delay threshold on gain. It can be seen that by the increase 

of delay threshold, the gain increases obviously. 

In addition, Fig. 6 illustrates end-to-end delay threshold 

influence on the number of accepted SFCs. By observing this 

Fig., we conclude that the number of accepted SFCs usually, 

but not always, increases when the delay threshold increases. 

By comparing Fig. 5 and Fig. 6, it is observed that in some 

cases when the delay threshold increases, the number of 

accepted SFCs may stay the same or reduce, since some SFCs 

worth more. Although in some cases the number of accepted 

SFCs reduces, the gain always increases. 

 In addition, we observe the influence of instance capacity 

on gain and number of accepted instances by setting the data 

as the previous example but changing the traffic capacity of 

all instances from 50 to 200. Fig. 7 and Fig. 8 represent its 

effect on gain and number of accepted SFCs respectively. As 

shown in Fig. 7 and Fig. 8, by increasing the capacity of the 

allowed traffic, passing through each instance, the gain 

always increases but the number of accepted SFCs may 

increase or not.  

For the next step we evaluate the influence of the capacity 

of the physical nodes on the gain and the number of accepted 

SFCs. For this aim, we cross a coefficient to the CPU, 

storage, and memory capacities of all physical nodes. As 

shown in Fig. 9 and 10, although by the increase of the 

physical nodes’ capacities the gain increases, the number of 

accepted SFCs might or might not increase.  

 

 
      

     

     

     

     

Fig. 2.  The left side represents the input SFCs. In each VNF the required 

instance type is illustrated. The right side represents the substrate network. 

Table II. The properties of SFCs 

 

SFC 

Number of 

required 

VNFs 

VNF 

types 

Required 

bandwidth 

between 

consequent VNFs 

Revenue 

0 3 4, 1, 3 20, 20 1050 
1 3 1, 2, 3 20, 30 1050 
2 2 2, 4 30 700 
3 2 2, 1 40 700 
4 4 3, 4, 1, 2 40, 30, 60 1400 

 
Table III. The properties of VNF types 

Type 
Cost of 
each 

instance 
Required CPU 

Required  
Memory 

Required 
Storage 

1 70 100 100 100 

2 60 100 100 100 

3 80 100 100 100 

4 90 100 100 100 

3 

3 2 

3 2 1 4 

4 

1 2 

2 

1 

4 1 
1 0 

2 3 

BW=100 

BW=100 

BW=100 

BW=100 
Node 2, 3: Cpu=120 
Memory=120 

Storage =120 

Node 0, 1: Cpu=120 
Memory=120 

Storage =120 
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Fig. 3. The accepted SFCs and their mappings where end-to-end 

delay=0.1. 

     

 
     

     

     

     

     

     

     

Fig. 4. The left side represents the input SFCs and the right side represents 

the substrate network where we increase and change the number of 

substrate nodes and SFCs. 

Table IV. The features of the input SFCs  

SFCs 
Number 

of VNFs 

VNF 

types 

Bandwidth 

of links 

between 

consequent 

VNFs 

End-to-end 

delay 
revenue 

0 3 4, 3,2 40, 40 3*coefficient 3000 

1 3 3, 1, 2 40, 50 3*coefficient 3000 

2 2 3, 1 30 3*coefficient 2000 

3 2 1, 2 40 2*coefficient 2000 

4 4 
4, 3, 

1, 2 
30, 40, 50 4*coefficient 4000 

5 3 4, 1, 2 20, 30 3*coefficient 3000 

6 4 
3, 1, 

2, 4 
10, 20, 20 4*coefficient 4000 

7 2 1, 2 30 2*coefficient 2000 

 

 

 
Fig. 5. Gain versus end-to-end delay threshold. 

 
Fig. 6. Number of accepted SFCs versus end-to-end delay threshold. 

 
Fig. 7. Gain versus instance capacity. 

 
Fig. 8. Number of accepted SFCs versus instance capacity. 

 
Fig. 9. Gain versus coefficient of the physical nodes’ capacity. 
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Fig. 10. Number of accepted SFCs versus coefficient of the physical nodes’ 

capacity. 

V. CONCLUSION 

In this paper, we formulated the VNF embedding problem 

subject to delay constraint as a MINLP problem. In this 

formulation, the objective is to maximize the provider’s profit 

such that the constraints of the nodes' capacity (i.e., memory, 

CPU, and storage), the links' capacity (i.e., bandwidth), the 

end-to-end delay threshold, and required resources (i.e., 

memory, CPU, and storage) for each instance are satisfied. 

The problem was solved optimally by the SCIP optimization 

tool. Finally, the simulation results verified that by the 

increase of the end-to-end delay threshold, the capacity of 

instances, and the capacity of the physical nodes, the gain 

always increases while the number of accepted SFCs might 

or might not. It is worth mentioning that when the gain 

increases while the number of accepted SFCs does not, the 

solver has selected other SFCs, compared with the previous 

selection, much more valuable than the previous ones. 

Therefore, the gain increases but the number of selected SFCs 

does not.  
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