An Efficient Evolutionary Algorithm for Multicast Routing with Multiple QoS Constraints
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Abstract
The bandwidth-delay-constrained least-cost multicast routing is a challenging problem in high-speed multimedia networks. Computing such a constrained Steiner tree is an NP-complete problem. In this paper, we propose a novel QoS-based multicast routing algorithm based on the genetic algorithms (GA). In the proposed method, the predecessors encoding is used for genotype representation. Some novel heuristic algorithms are also proposed for mutation, crossover, and creation of random individuals. We evaluate the performance and efficiency of the proposed GA-based algorithm in comparison with other existing heuristic and GA-based algorithms by the result of simulation. This proposed algorithm has overcome all of the previous algorithms in the literatures.
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1. Introduction
Recently, advances in media technologies such as optical fiber and switch technologies such as ATM and MPLS have resulted in a new generation of gigabit-per-second wide area networks. These networks are expected to support a wide range of communication-intensive real-time multimedia applications like digital audio and video. The deployment of high-speed networks opens a new dimension of research, providing quality of service (QoS) such as guaranteed throughput for video-on-demand application, low end-to-end delay for video conferencing, less than 200 ms end-to-end delay and low cell loss ratio for real-time audio applications, and high transmission reliability for distributed control applications. It is technically a challenging and complicated problem to deliver multimedia information in a timely, smooth, synchronized manner over a decentralized, shared network environment, especially one that was originally designed for best-effort traffic such as Internet.

In the past, most of the applications were unicast in nature and none of them had any QoS requirements. Therefore, the routing algorithms were very simple. However, with emerging distributed real-time multimedia applications such as video conferencing, distance learning, and video on demand, the situation is completely different now. These applications will involve multiple users, with their own different QoS requirements in terms of throughput, reliability, and bounds on end-to-end delay, jitter, and packet loss ratio. Supporting point to multi-point connections for multimedia applications requires the development of efficient multicast routing algorithms. Multicast employs a tree structure of the network to efficiently deliver the same data stream to a group of receivers. In multicast routing, one or more constraints must be applied to the entire tree. Several well-known multicast routing problems have been studied in the literatures. The Steiner tree problem [1] tries to find the least-cost tree, the tree covering a group of destinations with the minimum total cost over all the links. It is also called the least-cost multicast routing problem, belonging to the class of tree-optimization problems. Finding either a Steiner tree or a constrained Steiner tree is NP (Non-deterministic Polynomial)-complete [2]. In this paper, we consider a bandwidth-delay-constrained least-cost multicast routing that is more complex than both of the two above problems. Consequently, it is also NP-complete.

Most of the proposed algorithms for Steiner tree (without constraint) are heuristic. Some of the well-known Steiner tree heuristics are the RS heuristic [8], the TM heuristic [9], and the KMB heuristic [7]. Several algorithms based on neural networks [10] and genetic algorithms (GA) [23-27] have been also proposed for solving this problem. Recently, a lot of delay-constrained least-cost multicast routing heuristics such as the KPP heuristic [4], the BSMA heuristic [3] and so on ([5], [6], and [11]) have been proposed. However, the
simulation results given by Salama et al. [17] have shown that most of the heuristic algorithms either work too slowly or can not compute delay-constrained multicast tree with least cost. The best deterministic delay constraint low-cost (near optimal) algorithm is BSMA ([17], [28], [32]). Since deterministic heuristic algorithms for QoS multicast routing are usually very slow, methods based on computational intelligence such as neural networks and genetic algorithms may be more suitable.

In the field of computational intelligence, GA-based algorithms have emerged as powerful tools for solving NP-complete constrained optimization problems. Several GA-based algorithms [23-27] have been proposed for solving Steiner tree problem without QoS constraints. Also, Sun [28] has extended the algorithm proposed in [26] for the least-cost multicast routing problem with one QoS constraint (delay). For deploying the genotype encoding used in [26], [28], another NP-complete sub-problem (a deterministic delay-constrained least-cost multicast routing algorithm, CKMB [11]) must be solved during the decoding phase. Furthermore, the algorithm assumes the same delay constraints for all destinations, which greatly restricts its application. However, the simulation results given by Sun have shown that his algorithm can achieve trees with smaller average cost than those of BSMA, in a shorter running time for relatively large networks. Xiang et al. [29] have proposed a GA-based algorithm for QoS routing in general case. This algorithm adopts an $N \times N$ one-dimensional binary encoding scheme, where $N$ represents the number of nodes in the graph. However, in this encoding scheme, the transformation back and forth between genotype and phenotype space is very complicated, especially for large networks. Ravikumar et al. [30] have proposed a GA-based algorithm with novel interesting approaches for crossover and mutation operators for the delay-constrained least-cost multicast routing problem. However, they have not defined their scheme for encoding and decoding of individuals. Since their algorithm may lead to premature convergence, an approach must be designed to prevent this phenomenon [33]. Zhang et al. [31] have proposed an effective orthogonal GA for delay-constrained least-cost multicast routing problem. This algorithm also assumes the delay constraints for all destinations are identical. Also, Wu et al. [32] have proposed a GA-based algorithm for multiple QoS constraints multicast routing problem in general case. However, their proposed genotype representation does not necessarily represent a tree. On the other hand, it is necessary to construct and store a very large amount of possible routes for each pairs of nodes in the graph using the K-shortest path algorithm. Wang et al. [33] have proposed an efficient GA-based heuristic algorithm for bandwidth-delay-constrained least-cost multicast routing problem. They have used a tree data structure for genotype representation, but not clearly defined their encoding and decoding schemes.

In this paper, we propose a novel QoS-based multicast routing algorithm based on genetic algorithms (GA). In the proposed method, the predecessors encoding is used for genotype representation. Some novel heuristic algorithms are also proposed for mutation, crossover, and creation of random individuals. We evaluate the performance and efficiency of the proposed GA-based algorithm in comparison with other existing heuristic and GA-based algorithms by the result of simulation. This proposed algorithm has overcome all of the previous algorithms in the literatures.

The remainder of this paper is organized as follows. The problem description and formulation is given in section 2. In Section 3, we describe the proposed algorithms. We then evaluate the convergence of the proposed GA-based algorithms in Section 4. Section 5, gives the performance evaluation of the proposed algorithms and the comparison of them with other similar algorithms. Section 6 concludes this study and discusses future works.

### 2. Problem description and formulation

A network is modeled as a directed, connected graph $G = (V, E)$, where $V$ is a finite set of vertices (network nodes) and $E$ is the set of edges (network links) representing connection of these vertices. Let $n = |V|$ be the number of network nodes and $l = |E|$ be the number of network links. The link $e = (u, v)$ from node $u \in V$ to node $v \in V$ implies the existence of a link $e′ = (v, u)$ from node $v$ to node $u$. Three non-negative real value functions are associated with each link $e \in E$: cost $C(e) : E \rightarrow R^+$, delay $D(e) : E \rightarrow R^+$, and available bandwidth $B(e) : E \rightarrow R^+$. The link cost function, $C(e)$, may be either monetary cost or any measure of the resource utilization, which must be optimized. The link delay, $D(e)$, is considered to be the sum of switching, queuing, transmission, and propagation delays. The link bandwidth, $B(e)$, is the residual bandwidth of the physical or logical link. The link delay and bandwidth functions, $D(e)$ and $B(e)$, define the criteria that must be constrained (bounded). Because of the asymmetric nature of the communication networks, it is often the case that $C(e) \neq C(e′), D(e) \neq D(e′),$ and $B(e) \neq B(e′)$.
A multicast tree $T(s, M)$ is a sub-graph of $G$ spanning the source node $s \in V$ and the set of destination nodes $M \subseteq V \setminus \{s\}$. Let $m = |M|$ be the number of multicast destination nodes. We refer to $M$ as the destination group and $\{s\} \cup M$ the multicast group. In addition, $T(s, M)$ may contain relay nodes (Steiner nodes), that is, the nodes in the multicast tree but not in the multicast group. Let $P_T(s, d)$ be a unique path in the tree $T$ from the source node $s$ to a destination node $d \in M$.

The total cost of the tree $T(s, M)$ is defined as the sum of the cost of all links in that tree and can be given by

$$C(T(s, M)) = \sum_{e \in T(s, M)} C(e)$$

The total delay of the path $P_T(s, d)$ is simply the sum of the delay of all links along $P_T(s, d)$:

$$D(P_T(s, d)) = \sum_{e \in P_T(s, d)} D(e)$$

The bottleneck bandwidth of the path $P_T(s, d)$ is defined as the minimum available residual bandwidth at any link along the path:

$$B(P_T(s, d)) = \min\{B(e), e \in P_T(s, d)\}$$

Let $\Delta_d$ be the delay constraint and $B_d$ the bandwidth constraint of the destination node $d$. The bandwidth-delay-constrained least-cost multicast problem is defined as minimization of $C(T(s, M))$ subject to

$$\begin{align*}
D(P_T(s, d)) &\leq \Delta_d, \forall d \in M \\
B(P_T(s, d)) &\geq B_d, \forall d \in M
\end{align*}$$

3. The proposed GA-based algorithms

Genetic algorithms, as powerful and broadly applicable stochastic search and optimization techniques, are the most widely known types of evolutionary computation methods today. In general, a genetic algorithm has five basic components as follows: 1) An encoding method, that is a genetic representation (genotype) of solutions to the program. 2) A way to create an initial population of individuals (chromosomes). 3) An evaluation function, rating solutions in terms of their fitness and a selection mechanism. 4) The genetic operators (crossover and mutation) that alter the genetic composition of offspring during reproduction. 5) Values for the parameters of genetic algorithm. A general structure of the genetic algorithms is as follows:

```plaintext
Procedure: Genetic Algorithms
Begin
  t := 0;
  initialize P(t);   {P(t) is the population of individuals in generation t}
  evaluate P(t);
  While (not termination condition) do
    Begin
      Recombine P(t) to yield C(t);   {creation of offspring C(t) by means of genetic operators}
      Evaluate C(t);
      select P(t + 1) from P(t) and C(t);
      t := t + 1;
    End
  End
End
```

Figure 1: General structure of the genetic algorithms

3.1. Genotype

We modify the predecessors encoding used in [38] for minimum spanning tree algorithms, such that can be used in the GA-based algorithms to solve the QoS-constrained Steiner tree problems. Assume that an index $k \in \{1, 2, \ldots, n\}$ is associated with each vertex $v_k$ and the tree $T$ is represented as a vector $\{g(1), g(2), \ldots, g(n)\}$, where $n$ is the number of vertices in the underlying graph. Let $g(i) = j$ where $j$ is the first node in the path from $i$ to the source node $s$ in the tree $T$, i.e., $j$ is the predecessor of $i$ (let $g(s) = s$). Thus, every tree $T$ is represented by a unique $n$ digit vector. In our modified method, $g(k) \in \{0, 1, \ldots, n\}$ is zero if $v_k \in S_T \cup M \cup \{s\}$ (Steiner nodes $S_T$ are the nodes in the multicast tree but not in the multicast group). There are $n^n$ such $n$ digit numbers. Since there are $n^{n-1}$ rooted trees in the complete graph $G$, a random number of this genotype represents a tree with the following probability:

$$P_r = \frac{n^{n-1}}{n^n} = \frac{1}{n}$$
This is a great improvement over the characteristic vector representation, but still allows for many non-trees being generated both in the initial population and during the genetic operations such as crossover. The encoding/decoding phase can be run in $O(n)$. This is also an improvement over the characteristic vector representation. Thus, at least for complete graphs, this genotype is significantly better than the characteristic vector.

3.2. Initial population

The creation of the initial population in this study is based on the randomized depth-first search algorithm [30],[33]. We propose a modified randomized depth-first search algorithms for this purpose:

**Random individual creation algorithm:** In this algorithm, a linked list is constructed from the source node $s$ to one of the destination nodes. Then, the algorithm continues from one of the unvisited destinations and at each node the next unvisited node is randomly selected until one of the nodes in the previous sub-tree (the tree that is constructed in the previous step) is visited. The algorithm terminates when all destination nodes have been mounted to the tree.

3.3. Fitness function

The fitness function in our study is an improved version of the scheme proposed in [33]. We define the fitness function for each individual, the tree $T(s, M)$, using the penalty technique, as follows:

$$F(T(s, M)) = \frac{\alpha}{\sum_{e \in T(s, M)} C(e)} \prod_{d \in M} \phi(D(P(s, d)) - \Delta_d) \prod_{d \in M} \phi(B(P(s, d)) - B_d)$$

$$\phi(z) = \begin{cases} 1 & z \leq 0 \\ \gamma & z > 0 \end{cases}$$

Where $\alpha$ is a positive real coefficient, $\phi(z)$ is the penalty function and $\gamma$ is the degree of penalty ($\gamma$ is considered equal to 0.5 in our study). Wang et al. [33] have assumed that the bandwidth constraints ($B_d$) for all destinations are identical.

3.4. Selection

The selection process used here is based on spinning the roulette wheel $\text{pop-size}$ times, and each time a single chromosome is selected as a new offspring. The probability $P_i$ that a parent $T_i$ is selected is given by:

$$P_i = \frac{F(T_i)}{\sum_{j=1}^{\text{pop-size}} F(T_j)}$$

Where $F(T_i)$ is the fitness of the $T_i$ individual.

3.5. Crossover

Several crossover operators are described in the literatures [23-33] for Steiner tree and constrained Steiner tree problems. Some of them have used the traditional well-known crossover operators, such as the following schemes:

- One point crossover operator (e. g. see [28])
- One point crossover operator, with a fixed probability $P_c (=0.6-0.9)$ (e. g. see [27])
- Two point crossover operator (e. g. see [32])
- One point crossover operator plus "and" and "or" logic operations with a fixed probability $P_c$ (see [29])

Unfortunately, according to the genotype representation in these papers, the above crossover operators are not suitable for recombination of two individuals (the crossover operation mostly leads to illegal individuals). However, Ravikumar et al. [30] have proposed a new interesting approach for crossover of Steiner trees and Wang et al. [33] have used the same scheme with some modifications. In this scheme, two multicast trees, $T_d(s, M)$ and $T_\delta(s, M)$, are selected as parents and the crossover operation produces an offspring $T_d(s, M)$ by identifying the links that are common to both parents. The operator selects the same links of two parents for quicker convergence of the genetic algorithm.
However, these common links may be in some separate sub-trees, and some edges may have to be added in order to transform them into a multicast tree. In this step, a multicast tree is constructed from these separate sub-trees. First, two separate sub-trees among these sub-trees are randomly selected, and are connected with the least-delay or the least-cost path (in [30] all sub-trees are connected to the first sub-tree). If none of the parents satisfies the delay constraint, the least-delay path is chosen. Otherwise the least-cost path is chosen (in [30] this condition is checked for all individuals in the population). The path, which is added to join two sub-trees is selected heuristically. The two connected sub-trees is replaced with the new sub-tree in the sub-trees set. Next, conforming to the same rule, a new selection begins again. The selection repeats until a multicast tree is constructed. Clearly there is no loop in the multicast tree constructed by this connection scheme. Finally, it may be possible that some of the leaf nodes of $T_o$ are not the source node or destination nodes. These nodes are deleted from the offspring.

However, the first disadvantage of this scheme is the complexity of the heuristic algorithm, which selects a path to join the two separate sub-trees. The second disadvantage of this scheme is that the result of this complex heuristic algorithm is not necessarily a multicast tree including the source node and all destination nodes.

We propose two novel crossover schemes for recombination of two individuals, which represent Steiner trees:

**Crossover I:** Let $\{P_r(s, d_1), P_r(s, d_2), \ldots, P_r(s, d_m)\}$ be the set of paths from the source node $s$ to all destination nodes in $T_r$ and $\{P_d(s, d_1), P_d(s, d_2), \ldots, P_d(s, d_m)\}$ be the same set in $T_d$. Since, we have found these paths for all individuals in the current population for calculating the fitness function of them, the proposed algorithm will not be complex. We define a fitness function for the path $P(s, d_i)$ based on the total cost, the total delay and the minimum bandwidth of the path using the penalty technique, as follows:

$$F(P(s, d_i)) = \frac{\alpha}{C(e)} \sum_{e \in P(s,d_i)} \phi(D(P(s, d_i)) - \Delta_{d_i}) \phi(B(P(s, d_i)) - B_{d_i})$$

$$\phi(z) = \begin{cases} 1 & z \leq 0 \\ \gamma & z > 0 \end{cases}$$

Where $\alpha$ is a positive real coefficient, $\phi(z)$ is the penalty function and $\gamma$ is the degree of penalty ($\gamma$ is considered equal to 0.5 in our study). According to the crossover probability of $P_r$, two multicast trees $T_r(s, M)$ and $T_d(s, M)$ are selected as parents and the crossover operation produce an offspring $T_o(s, M)$. Each individual may be recombined with its right individual and its left individual through the crossover operator. For each destination node $d_i$, we compute the fitness of $P_d(s, d_i)$ and $P_r(s, d_i)$ and select the better path. Finally, we compose all selected paths and construct a new Steiner tree.

**Crossover II:** In this scheme, we first use a simple one-point crossover operator, with a fixed probability $P_c$. The constructed offspring do not necessarily represent Steiner trees. Then, the effective and fast check and recovery algorithm proposed in [31] is used to connect the separate sub-trees in the offspring and also connecting the absent nodes of multicast group to the final tree.

### 3.6. Mutation

Many of proposed GA-based algorithms for multicast routing such as [27], [28], [29], and [32] have used the bit-flip mutation with a fixed small probability $P_m (=0.001-0.05)$. Unfortunately, according to the genotype representation in these papers, the bit mutation generates illegal individuals and decreases the performance of them. However, Ravikumar et al. [30] have proposed a new scheme for mutation of Steiner trees and Wang et al. [33] have used the improved version of it in their study. In this scheme [33], according to the mutation probability $P_m$, the mutation procedure randomly selects a subset of nodes and breaks the multicast tree into some separate sub-trees by removing all the links that are incident to the selected nodes. Then, it re-connects those separate sub-trees into a new multicast tree by randomly selecting the least-delay or the least-cost paths between them. However, the result of this complex heuristic algorithm is not necessarily a multicast tree including the source node and all destination nodes. In this paper, we propose two following algorithms for mutation operator:

**Mutation I:** First, we propose an improved version of the scheme presented in [33]. The mutation procedure randomly selects a subset of nodes and breaks the multicast tree into some separate sub-trees by removing all the links that are incident to the selected nodes. Then, the effective and fast check and
The recovery algorithm proposed in [31] is used to connect the separate sub-trees and also connecting the absent nodes of multicast group to the final tree.

**Mutation II**: According to the mutation probability $P_m$, the mutation procedure randomly selects an infeasible chromosome. Then, only the paths that satisfy both of the QoS constraints are selected in this chromosome. We re-connect these selected paths by our proposed algorithm of crossover I. Finally, the disconnected destination nodes will be mounted to the sub-tree by our proposed algorithm of random individual creation.

### 4. Analysis of convergence

According to Theorem 2.7 in Ref. [34], the GA-based algorithms proposed in this paper could finally converge to the global optimal solution. For a large-scale network, it is time-consuming to obtain the optimal solution to the bandwidth-delay-constrained least-cost multicast routing problem, which is NP-complete. This problem can be overcome by setting an appropriate iteration time of the genetic algorithm. In this way, we can obtain a near-optimal solution within a reasonable time limit.

### 5. Experimental Results

In this section, we have used the simulation experiments to compare the performance of the proposed GA-based algorithms with the heuristic BSMA heuristic algorithm and some existing GA-based algorithms. We have implemented more than 2,000 lines C++ program to simulate all of the proposed algorithms. All simulation experiments are run on a Pentium III 800, 256 MB RAM, IBM PC. The experiments are run repeatedly until confidence interval of less than 5%, using 95% confidence level, are achieved for the simulation results. A random graph generator based on the Salama [17] graph generator is used. The average degree of each node in the random generated graphs is 4. The multicast group is randomly selected in the graph. The size of multicast group is considered 5%, 15%, and 25% of the number of network nodes.

We have tuned the proposed GA-based algorithms and the following parameter settings are achieved: population size $pop-size = 20$, crossover probability $P_c = 0.4$ for crossover I, crossover probability $P_c = 0.4$ for crossover II, mutation probability $P_m = 0.01$ for mutation I, and mutation probability $P_m = 0.01$ for mutation II.

The experiments mainly test the convergence ability, the convergence speed, and the tree cost of the achieved solutions. Figure 2 and 3 show the percentage tree cost of BSMA [3], Sun GA-based algorithm [28], and Wang GA-based heuristic algorithm [33] in comparison with our proposed GA-based heuristic algorithm for different network sizes and different multicast group sizes. These Figures show that our proposed GA-based heuristic algorithm can result in a smaller average tree cost than the mentioned existing algorithms.

Figure 4 shows a typical example of the execution time of our proposed GA-based heuristic algorithm in comparison with the mentioned existing algorithms. This Figure shows that our proposed GA-based heuristic algorithm can result in a smaller execution time than the mentioned existing algorithms.
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**Figure 2.** Percentage excess cost over the proposed GA-base algorithm versus number of network node (Multicast group size is 5% of the number of network nodes)
6. Conclusions

In this study, we have proposed a GA-based heuristic algorithm to solve the bandwidth-delay-constrained least-cost multicast routing problem which is known to be NP-complete. We have modified the predecessors encoding for representation of the Steiner trees. In our study, the following new algorithms have been proposed to increase the performance of the genetic algorithm:

- An algorithm for creation of a random individual: random individual creation
- Two heuristic algorithms for mutation operator: mutation I, II
- Two heuristic algorithms for crossover operator: crossover I, II

We have used the penalizing strategy in the proposed fitness function to deal with the infeasible chromosomes and also the repairing strategy in the mutation I and crossover II algorithms to deal with the illegal chromosomes. On the other hand, we have proposed the avoidance strategy to avoid of creating illegal chromosomes in the crossover I, mutation II, and random individual creation algorithms. We have implemented more than 3,000 lines C++ program to simulate all of the proposed algorithms. The simulation results have shown that the proposed GA-based algorithm has overcome all of the previous algorithms in the literatures.

In this study, we have focused on the source routing and the future work should focus on mechanisms to apply the proposed algorithms to the hierarchical routing.
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