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AlexNet
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ImageNetClassification with Deep Convolutional 5A 8 w éA0 0
Networks
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Alarge, deep convolutional neuraletwork

Awasused to win the2012ILSVRArpageNetLargeScale Visual
Recognition Challenge)

Athe annual Olympics of computer vision
Afor tasks such as classification, localizatiatetection
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AlexNet

AArchitecture
Aa relatively simple layout, compared to modermrchitectures
Aused for classification witd000possiblecategories

Avery similar architecture td_eNet but was deeper, bigger, and featured

Convolutional Layers stacked on top of eacther (not a single CONV layer
always immediately followed by a POOL layer)
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AlexNet

AArchitecture
Aeight layers

A first five are convolutional
Athe remaining three are fully-connected

Alast fully-connected layer igproduces1000class labels
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AlexNet

AArchitecture

A The kernels of the second, fourth, and fifth convolutional layers are connected only to those
kernel mapsn the previouslayer

A Thekernels of thethird convolutionallayer are connected to all kernel maps in the secdagter
A Max-pooling layers follow the first, second and fifth convolutional layers
A TheReLWnon-linearity is applied to the output of every convolutional and fullgonnected layer
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AlexNet

AArchitecture

A The first convolutional layer filtershe 224 =224=3 input image with96 kernels ofsize11=11=3 with a stride
of 4 pixels.

A The second convolutional layer takes as input tlrefponsenormalized andpooled) output of the first
convolutional layer and filterst with 256kernels ofsize5=5=48

A The third, fourth, and fifth convolutional layers are connected tone another without anyintervening poolingor
normalization layers.

A The third convolutional layer ha884kernels ofsize3 =3 =256 connectedto the (normalized, pooled) outputs of
the second convolutionallayer. Thefourth convolutionallayer has384 kernels ofsize3=3=192

A Thefifth convolutional layer has256 kernelsof size3=3=192
A Thefully-connected layers havd096neuronseach
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AlexNet

AMain Points

A Trained the network orilmageNetdata, which contained ovell5 million annotated images
from a total of over22,000categories

A UsedReLUor the nonlinearity functionsfaster than the conventionatanh function.

A Used data augmentation techniques that consisted of image translations, horizontal
reflections, and patch extractions

A !jm lementeddropout* layers in order to combat the problem afverfitting to the training
ata.

A Trained the model using batch stochastic gradient descent, with specific values for
momentum and weight decay

A Trained on two GTX%80GPUs for five to six days.

* Dropout: settingto zero the output of each hidden neuron with probabilit9.5. The
neurons whichare adropped out€ in this way do not contribute to the forward pass
and do not participate irbackpropagation
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AlexNet

AWhy 1tQImportant

AThefirst time a model performed so well on a historically difficuinageNet
dataset

A Utilizing techniques that are still used today, such as data augmentation
and dropout

Alt illustrated the benefits of CNNs

Alt breakingperformance in the competition
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ZF Net
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Visualizing and Understanding Convolutional Neur&bd w é th
Networks

Matthew Zeilerand RobFergusAS0 wé U A w i
- 204V i W« Ay 1
AThis architecture was more of a fine tuning to the previoAtexNet

structure, but still developed some very keys ideas about improving
performance

Athe authors spent a good amount of time explaining a lot of the
intuition behind ConvNetsand showing how to visualize the filters
and weights correctly

AThe maincontributions:

Aa slightly modified AlexNetmodel
Aavery interesting way of visualizing feature maps.
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ZF Net

Aarchitecture

image size 224

filter size 7

istride 2

Input Image

Layer 2

ZF Met Architecture
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ZF Net

AMain Points
AVery similar architecture tcAlexNet, except for a few minor modifications.
A AlexNettrained on 15 million images, while ZF Net trained on only3
million images.

Alnstead of usingL1x11 sized filters in the first layefsame asAlexNel), ZF
Net used filters of siz&x7 and a decreased stridealue to keep dot of
original pixel information in the input volume.

A As the network grows, we also see a rise in the number of filters used.
AUsedReLUsdor their activation functions, crosentropy loss for the error

function, and trained using batch stochastic gradient descent.
ATrained on a GTB80GPU for twelve days.

ADeveloped a visualization technique namékconvolutionalNetwork
(DeConvNeY, which helps to examine different feature activations and their
relation to the input space. Calleddeconvnet because it maps features to
pixels.
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ZF Net

ADeConvNet

A At every layer of the trained CNN, you attachédeconvne€ which has a
path back to the imageixels.

Aforward pass: An input image is fed into the CNN and activations are
computed at eacHevel

AThisdeconvnethas the same filters as the origin@INN

A Steps:

A store the activations of this one feature mayut set all of the other activations in the
layer to O

A pass this feature map as the input into théeconvnet

A This input then goes through a series wfipool (reversemaxpooling, rectify, and filter
operations for each preceding layer until the input spaceéached
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ZF Net

ADeConvNet
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Visualizations of Layer 1 and 2. Each layer illustrates 2 pictures, one which shows the filters themselves and one that shows what

part of the image are most strongly activated by the given filter. For example, in the space labled Layer 2, we have representations
of the 16 different filters (on the left)
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ZF Net

AWhy 1tQ Important

AZF Net was not only the winner of the competition 2013 but also
provided great intuition as to the workings on CNNs and illustrated more
ways to improveperformance.

AThe visualization approach described helps not only to explain the inner
workings of CNNs, but also provides insight for improvements to network
architectures

AThe fascinatingleconvvisualization approach and occlusion experiments
make this one of my personal favorite papers.
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VGG Net
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Very Deep Convolutional Networks for Lar@eale ImageAsd w é A \
Recognition
KarenSimonyanand AndrewZisserman(5w fi © B /¢ .
Visual GeometryGroup A

2104V iWCw« Ay 1

ASimplicityand depth
Aa19layer CNN

Astrictly used3x3 filters with stride and pad ofl
Aalongwith 2x2 maxpoolinglayers with stride2
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VGG Net

AArchitecture
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ConvNet Conﬁg'uration

A A-LRN B o D E
11 weight [ 11 weight | 13 weight | 16 weight 16 weight 19 weight
layers layers layers layers layers layers
input (224 x 224 RGB imag )
conv3-64 conv3-64 conv3-64 conv3-64  conv3-64 conv3-64

LRN conv3-64 conv3-64 conv3-64 conv3-64

maxpool
conv3-128 | conv3-128 | conv3-128 | conv3-128 conv3-128 conv3-128
conv3-128 | conv3-128 conv3-128 conv3-128

maxpool
conv3-256 | conv3-256 | conv3-256 | conv3-256 conv3-256  conv3-256
conv3-256 | conv3-256 | conv3-256 | conv3-256 conv3-256  conv3-256
convl-256 conv3-256 conv3-256
conv3-256

maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 conv3-512  conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 conv3-512  conv3-512
convl-512 conv3-512 conv3-512
conv3-512

maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 conv3-512 conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 conv3-512  conv3-512
convl-512 conv3-512 conv3-512
conv3-512

maxpool

FC-4096

FC-4096

FC-1000

soft-max

The 6 different architecures of VGG Net.

Configuration D produced the best results




VGG Net

AMain Points

AThe use of onl\Bx3 sized filters is quite different fromAlexNetQand ZF
NetQfilters. (combinationof two 3x3 convlayers has an effective receptive
field of 5xb)

A3 convlayersback to backhave an effective receptive field ofx7.

A As the spatial size of the input volumes at each layer decrease (result of the
convand pool layers), the depth of the volumes increase due to the
increased number of filters as you go down the network

AThenumber of filters doubles after eacimaxpoollayer. This reinforces the
idea of shrinking spatial dimensions, but growing depth
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VGG Net

AMain Points

23

AWorkedwell on both image classification and localization tasks.
ABuilt model with the Caffetoolbox.
AUsed scalgittering* as one data augmentation technique during training

AUsedRelLUayers after eacltonvlayer and trained with batch gradient
descent

ATrained ond NvidiaTitan Black GPUs for two to three weeks.

* a single modeis trained torecognizeobjects over a wide range ddcales



VGG Net

AWhy 1tQ Important

AVGGNet is one of the most influential papernsecauseit reinforced the
notion that convolutional neural networks have to have a deep network of
layers in order for this hierarchical representation of visual data to work.

AKeepit deep.

AKeepit simple.
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GooglLeNet
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GoingDeeper withConvolutions /&6 wéAl

ChristianSzegedyWei Liu, Yangginglia PierreSermanet 0 w fi °Ap A&¢
ScottReed,DragomirAngueloy Dumitru Erhan VincentVanhoucke
Andrew Rabinovich
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GooglLeNet
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GooglLeNet

Inception ¢ Y2l G b
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Filter
concatenation
1x1 convolutions 3x3 convolutions 5x5 convolutions 3x3 max pooling
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Naive idea of an Inception module



GooglLeNet

Inception ¢ Y2l G b
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Filter
concatenation
3x3 convolutions 5x5 convolutions 1x1 convolutions
1x1 convolutions 4 3 3
Qﬂ;uﬁnns 1x1 convolutions 3x3 max pooling

Full Inception module
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Previous layer




Filter
concatenation

GooglLeNet
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1x1 convolutions

Full Inception module
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3x3 convolutions 5x5 convolutions 1x1 convolutions
) ) )
1x1 convolutions 3x3 max pooling

%’

Previous layer
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Maive idea of an Inception module
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GooglLeNet
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