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Research Highlights:
• Introduction of DICLA, as an extension to the recently proposed ICLA model, with a dynamic structure
• Introduction of the expediency notion for DICLA
• Providing sufficient conditions, under which DICLA becomes expedient

Abstract: Irregular Cellular learning automaton (ICLA), which is recently introduced, is a cellular learning automaton (CLA) with irregular structure. ICLA is suitable for modeling problems which are not regular in nature, such as problems in the area of sensor networks, web mining, and grid computing. In some areas such as mobile ad hoc and sensor networks, where the structure of the environment changes over the time, an ICLA with a dynamic structure is required. For this reason, in this paper, we have extended ICLA in such a way that the structure of the extended model, called dynamic ICLA (DICLA), can change over time. For the newly introduced model, we have proposed the concept of expediency and then, discussed sufficient conditions under which a DICLA becomes expedient.
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1. Introduction

Cellular learning automaton (CLA) [1][4][5][6][7] is a combination of cellular automaton (CA) [2] and learning automaton (LA) [3]. The basic idea of CLA is to use LA to adjust the state transition probability of stochastic CA. This model, which opens a new learning paradigm, is superior to CA because of its ability to learn and also is superior to single LA because it consists of a collection of LAs interacting with each other [4]. In [4], authors have introduced a mathematical framework for studying the behavior of the CLA. They have shown that, for a class of rules called commutative rules, different models of CLA converge to a globally stable state [4][5][6][7].

Irregular Cellular learning automaton (ICLA), which is recently introduced, is a cellular learning automaton (CLA) with irregular structure [8]. ICLA is suitable for modeling problems which are not regular in nature, such as problems in the area of sensor networks, web mining, and grid computing. ICLA has been used in many different applications including: clustering of sensor networks [9], sleep/wake scheduling of sensor nodes [10], graph coloring [11][12], finding the shortest path in stochastic graphs [13], and channel assignment in mobile ad hoc networks [14].

In many research domains, such as web mining, computer networks, social networks, and so on, problems can be modeled by graphs, and in some of such domains, the structure of the graph may change in time. For example, in a computer network, especially mobile networks, new links may become available between nodes or some existing links may be removed. In a social network, people may find new friends or lose their ex-friends. To be able to cope with such changes within the environment of the problem, the model must be able to change its structure. Therefore, in this paper, we introduce a new version of ICLA, called dynamic irregular cellular learning automaton (DICLA), in which, unlike ICLA, the structure may change over the course of time. Underlying an ICLA model, there is a graph which represents the neighborhood relationship between cells of the ICLA. The structure of this graph is fixed for the ICLA, but in the proposed DICLA model, the graph may change in time, resulting in dynamicity in the neighbors of each cell; that is, during the passage of time, two cells may become neighbors or two neighboring cells may not be further neighbors. We have successfully applied the DICLA to the deployment problem in mobile wireless sensor networks [15].
We have also studied the steady-state behavior of the proposed DICLA. For the first, we introduce the concept of expediency for DICLA and discuss conditions under which a DICLA becomes expedient. Informally, a DICLA is said to be expedient if, in the long run, all of its constituting learning automata perform better than pure-chance automata. A pure-chance automaton is an automaton which chooses each of its available actions by pure chance. Expediency is a notion of learning in that any automaton that is said to learn must then do at least better than a pure-chance automaton [16].

The rest of this paper is organized as follows. Section 2 briefly introduces the ICLA model. In Sections 3 and 4, we present DICLA and its steady state behavior, respectively. A set of numerical examples will be given in Section 5 for illustrating the theoretical results. Section 6 is the conclusion.

2. Irregular Cellular Learning Automata: An Extension to the CLA Model

Before presenting the ICLA model in this section, we first give a brief introduction to the CA, LA, and CLA models.

2-1. Cellular Automata

A d-dimensional CA consists of an infinite d-dimensional lattice of identical cells. Each cell can assume a state from a finite set of states. The cells update their states synchronously on discrete steps according to a local rule. The new state of each cell depends on the previous states of a set of cells, including the cell itself, and constitutes its neighborhood. The states of all cells in the lattice are described by a configuration. A configuration can be described as the state of the whole lattice. The local rule and the initial configuration of the CA specify the evolution of CA, that is, how the configuration of the CA evolves in time.

2-2. Learning Automata

Learning automata (LA) is an abstract model which randomly selects one action out of its finite set of actions and performs it on a random environment. Environment then evaluates the selected action and responses to the LA with a reinforcement signal. Based on the selected action, and the received signal, the LA updates its internal state and selects its next action. Figure 1 depicts the relationship between an LA and its environment.

![Figure 1. Relationship between learning automata and its environment](image)

Environment can be defined by the triple \( E = \{ \alpha, \beta, c \} \) where \( \alpha = \{ \alpha_1, \alpha_2, \ldots, \alpha_r \} \) represents a finite input set, \( \beta = \{ \beta_1, \beta_2, \ldots, \beta_r \} \) represents the output set, and \( c = \{ c_1, c_2, \ldots, c_r \} \) is a set of penalty probabilities, where each element \( c_i = E[\beta | \alpha = \alpha_i] \) of \( c \) corresponds to one input \( \alpha_i \). An environment in which \( \beta \) can take only binary values 0 or 1 is referred to as P-model environment. A further generalization of the environment allows finite output sets with more than two elements that take values in the interval \([0, 1]\). Such an environment is referred to as Q-model. Finally, when the output of the environment is a continuous random variable which assumes values in the interval \([0, 1]\), it is referred to as an S-model. LAs are classified into fixed-structure stochastic, and variable-structure stochastic. In the following, we consider only variable-structure LAs.

A variable-structure LA is defined by the quadruple \( \{ \alpha, \beta, p, T \} \) in which \( \alpha = \{ \alpha_1, \alpha_2, \ldots, \alpha_r \} \) represents the action set of the LA, \( \beta = \{ \beta_1, \beta_2, \ldots, \beta_r \} \) represents the input set, \( p = \{ p_1, p_2, \ldots, p_r \} \) represents the action probability set, and finally \( p(k+1) = T[\alpha(k), \beta(k), p(k)] \) represents the learning algorithm. This LA operates as follows. Based on the action probability set \( p \), LA randomly selects an action \( \alpha(k) \), and performs it on the environment. After receiving the environment’s reinforcement signal \( (\beta(k)) \), LA updates its action probability set based on equation (1) or (2) according to the selected action \( \alpha(k) \).

\[
p_i(k+1) = p_i(k) + \beta(k) \left[ \frac{b}{r-1} - b \cdot p_i(k) \right] - \left[ 1 - \beta(k) \right] \alpha \cdot p_i(k), \quad \text{when} \ \alpha(k) \neq \alpha_i.
\]

\[
p_i(k+1) = p_i(k) - \beta(k) \cdot \beta \cdot p_i(k) + \left[ 1 - \beta(k) \right] \alpha \cdot (1 - p_i(k)), \quad \text{when} \ \alpha(k) = \alpha_i.
\]

2
In the above equations, \( a \) and \( b \) are reward and penalty parameters respectively. For \( a = b \), learning algorithm is called \( L_{RP} \), for \( b \ll a \), it is called \( L_{R\varepsilon P} \), and for \( b = 0 \), it is called \( L_{RI} \).

### 2-3. Cellular Learning Automata

A CLA is a CA in which a number of LAs is assigned to every cell. Each LA residing in a particular cell determines its action (state) on the basis of its action probability vector. Like CA, there is a local rule that the CLA operates under. The local rule of the CLA and the actions selected by the neighboring LAs of any particular LA determine the reinforcement signal to that LA. The neighboring LAs (cells) of any particular LA (cell) constitute the local environment of that LA (cell). The local environment of an LA (cell) is non-stationary due to the fact that the action probability vectors of the neighboring LAs vary during the evolution of the CLA. The operation of a CLA could be described as the following steps (Figure 2): At the first step, the internal state of every cell is determined on the basis of the action probability vectors of the LAs residing in that cell. In the second step, the local rule of the CLA determines the reinforcement signal to each LA residing in that cell. Finally, each LA updates its action probability vector based on the supplied reinforcement signal and the chosen action. This process continues until the desired result is obtained. Some dynamic models of the CLA have been recently introduced in the literature [17][18] and have been utilized for solving problems in peer-to-peer networks.

![Figure 2. Operation of the cellular learning automaton](image)

### 2-4. Irregular Cellular Learning Automata

Irregular cellular learning automaton (Figure 3) is a generalization of the CLA in which the restriction of regular structure is removed. An ICLA is defined as an undirected graph in which, each vertex represents a cell and is equipped with an LA, and each edge induces an adjacency relation between two cells (two LAs). The LA residing in a particular cell determines its state (action) according to its action probability vector. Like CLA, there is a rule that the ICLA operates under. The rule of the ICLA and the actions selected by the neighboring LAs of any particular LA determine the reinforcement signal to that LA.

![Figure 3. Irregular cellular learning automaton](image)
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1 Linear Reward-Penalty
2 Linear Reward epsilon Penalty
3 Linear Reward Inaction
3. Dynamic Irregular CLA

Dynamic irregular cellular learning automaton is a generalization of ICLA with a dynamic structure. A DICLA is defined as an undirected graph in which, each vertex represents a cell and a learning automaton is assigned to every cell (vertex). A finite set of interests is defined for DICLA. For each cell of DICLA a tendency vector is defined whose \( i \)th element shows the degree of tendency of that cell to the \( j \)th interest. In DICLA, the state of each cell consists of two parts; the action selected by the learning automaton and the tendency vector. Two cells are neighbors in DICLA if the distance between their tendency vectors is smaller than or equal to the neighborhood radius.

Like CLA, there is a local rule that DICLA operates under. The rule of DICLA and the actions selected by the neighboring learning automata of any particular learning automaton \( LA_i \), determine the followings: 1. the reinforcement signal to the learning automaton \( LA_i \), and 2. the restructuring signal to the cell in which \( LA_i \) resides. Restructuring signal is used to update the tendency vector of the cell. Dynamicity of DICLA is the result of modifications made to the tendency vectors of its constituting cells. Figure 4 gives a schematic of DICLA. A DICLA is formally defined below. Table 1 provides the definitions of major symbols.

![Diagram of Dynamic Irregular Cellular Learning Automaton](image)

**Figure 4.** Dynamic irregular cellular learning automaton

**Definition 1.** Dynamic irregular cellular learning automaton is a structure \( \mathcal{A} = (G, \Psi, A, \Phi, \varphi(\alpha, \psi), \tau, F, Z) \), where

- \( G \) is an undirected graph, with \( V \) as the set of vertices (cells) and \( E \) as the set of edges (adjacency relations).
- \( \Psi \) is a finite set of interests. Cardinality of \( \Psi \) is denoted by \( |\Psi| \).
- \( A \) is the set of learning automata each of which is assigned to one cell of DICLA.
- \( \Phi \) is a finite set of actions.
- \( \varphi \) is the cell state. State of a cell \( c \) is a two part; 1. \( \alpha \) which is the action selected by the learning automaton of that cell, and 2. A vector \( \psi = (\psi_1, \psi_2, \ldots, \psi_{|\Psi|})^T \) called the tendency vector of the cell. Each element \( \psi_i \in [0,1] \) in the tendency vector of the cell \( c \) shows the degree of tendency of \( c \) to the interest \( \psi_i \in \Psi \).
- \( \tau \) is the neighborhood radius. Two cells \( c_i \) and \( c_j \) of DICLA are neighbors if \( \|\psi_i - \psi_j\| \leq \tau \). In other words, two cells of DICLA are neighbors if the distance between their tendency vectors is smaller than or equal to \( \tau \).
- \( F : \varphi \rightarrow \beta \) is the local rule of DICLA in each cell \( c_i \), where \( \varphi = \{ \varphi_i \} \) is the set of states of all neighbors of \( c \), \( \beta \) is the set of values that the reinforcement signal can take, and \( [0,1]^{\Psi} \) is a \( |\Psi| \)-dimensional unit hypercube. From the current states of the neighboring cells of each cell \( c_i \), local rule performs the followings: 1. gives the reinforcement signal to the learning automaton \( LA_i \), resides in \( c_i \), and 2. produces a restructuring...
signal \( \varphi_{i} \) which is used to change the tendency vector of \( c_{i} \). Each element \( \zeta_{o} \) of the restructuring signal is a scalar value within the close interval \([-1, 1]\).

\[-Z: [0,1]^{pl}[{-1,1}^{pl}] \rightarrow [0,1]^{pl}\]

is the restructuring function which modifies the tendency vector of the cell \( c_{i} \) using the restructuring signal produced by the local rule of the cell.

### Table 1. Table of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>The probability space</td>
</tr>
<tr>
<td>( \mathcal{Y} )</td>
<td>The tendency space</td>
</tr>
<tr>
<td>DICLA</td>
<td>DICLA, whose evolution within the tendency space ( \mathcal{Y} ) is stopped at the point ( \psi^{*} )</td>
</tr>
<tr>
<td>( c_{i} )</td>
<td>Cell indexed by ( i ) in the DICLA</td>
</tr>
<tr>
<td>( \varphi &lt; \alpha, \psi &gt; )</td>
<td>Cell state</td>
</tr>
<tr>
<td>( \alpha_{i} )</td>
<td>Action selected by learning automaton ( LA_{i} )</td>
</tr>
<tr>
<td>( \psi_{i} = (\psi_{i1}, \psi_{i2}, \ldots, \psi_{i</td>
<td>\mathcal{Y}</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>Set of interests</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Neighborhood radius</td>
</tr>
<tr>
<td>( \varphi_{i} = { \varphi</td>
<td>| \psi_{i} - \psi_{r} | \leq \tau } \cup { \varphi_{i} } )</td>
</tr>
<tr>
<td>( \beta(k) )</td>
<td>Reinforcement signal</td>
</tr>
<tr>
<td>( \beta )</td>
<td>The set of values that the reinforcement signal can take</td>
</tr>
<tr>
<td>( \xi_{i} = (\xi_{i1}, \xi_{i2}, \ldots, \xi_{i</td>
<td>\mathcal{Y}</td>
</tr>
<tr>
<td>( F^{i}: \varphi \rightarrow [0,1]^{pl} )</td>
<td>Local rule of the DICLA in each cell ( c_{i} )</td>
</tr>
<tr>
<td>( F_{\beta} )</td>
<td>Reinforcement signal generator part of the local rule</td>
</tr>
<tr>
<td>( F_{\xi} )</td>
<td>Restructuring signal generator part of the local rule</td>
</tr>
<tr>
<td>( Z: [0,1]^{pl} \times [-1,1]^{pl} \rightarrow [0,1]^{pl} )</td>
<td>The restructuring function</td>
</tr>
<tr>
<td>( K^{<em>}, \mathcal{Y}^{</em>} )</td>
<td>The set of all unit configurations</td>
</tr>
<tr>
<td>( \langle p(k), \psi(k) \rangle = \langle p_{1}, \ldots, p_{N} \rangle^{T}, \psi_{1}, \ldots, \psi_{N}^{T} \rangle )</td>
<td>Configuration of the DICLA at step ( k )</td>
</tr>
<tr>
<td>( N^{\mathcal{Y}}(i) )</td>
<td>Neighborhood set of any particular ( LA_{i} ) in configuration ( \langle p, \psi \rangle )</td>
</tr>
<tr>
<td>( d_{\beta}(\langle p, \psi \rangle) )</td>
<td>The average penalty for action ( r ) of the learning automaton ( LA_{i} ) for configuration ( \langle p, \psi \rangle \in \langle K, \mathcal{Y} \rangle )</td>
</tr>
<tr>
<td>( D_{i}(\langle p, \psi \rangle) )</td>
<td>The average penalty for the learning automaton ( LA_{i} ) at configuration ( \langle p, \psi \rangle \in \langle K, \mathcal{Y} \rangle )</td>
</tr>
<tr>
<td>$D(p,\psi)$</td>
<td>The total average penalty for DICLA at configuration $\langle p,\psi \rangle \in \langle \mathcal{K},\mathcal{Y} \rangle$</td>
</tr>
<tr>
<td>----------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$d_{ij}^v(p,\psi)$</td>
<td>The average restructuring signal for interest $j$ of the cell $c_i$ for configuration $\langle p,\psi \rangle \in \langle \mathcal{K},\mathcal{Y} \rangle$</td>
</tr>
</tbody>
</table>

In what follows, we consider DICLA with $n$ cells. The learning automaton $LA_i$ which has a finite action set $\alpha_i$ is associated to the cell $c_i$ (for $i=1,2,\ldots,N$) of DICLA. Let the cardinality of $\alpha_i$ be $m_i$.

The operation of DICLA takes place as the following iterations. At iteration $k$, each learning automaton chooses an action. Let $\alpha_i \in \alpha_i$ be the action chosen by $LA_i$. Then, each learning automaton receives a reinforcement signal. Let $\beta_i \in \beta$ be the reinforcement signal received by $LA_i$. This reinforcement signal is produced by the application of the local rule $\mathcal{F}^i : \mathcal{P} \to \beta_i$. Higher values of $\beta_i$ mean that the selected action of $LA_i$ will receive higher penalties. Each LA updates its action probability vector on the basis of the supplied reinforcement signal and the action chosen by the cell. Next, each cell $c_i$ updates its tendency vector using the restructuring function $Z$ (equation (3)).

\[
\psi_i(k+1) = Z(\psi_i(k),\zeta_i(k)) \tag{3}
\]

Like ICLA, DICLA can be either synchronous or asynchronous and an asynchronous DICLA can be either time-driven or step-driven.

### 3-1. Evolution of the DICLA

**Definition 2.** A configuration of DICLA at step $k$ is denoted by $\langle p(k),\psi(k) \rangle = \langle (p_1,\ldots,p_m)^T, (\psi_1,\ldots,\psi_N)^T \rangle$, where $p_i$ is the action probability vector of the learning automaton $LA_i$ and $\psi_i$ is the tendency vector of the cell $c_i$.

**Definition 3.** A configuration $\langle p,\psi \rangle$ is called unit if the action probability vector of each learning automaton and the tendency vector of each cell are unit vectors, otherwise it is called general. Hence, the set of all unit configurations, $\langle \mathcal{K}^+,\mathcal{Y}^+ \rangle$, and the set of all general configurations, $\langle \mathcal{K},\mathcal{Y} \rangle$, in DICLA are

\[
\langle \mathcal{K},\mathcal{Y} \rangle = \left\{ \langle p,\psi \rangle \mid p = (p_1,\ldots,p_m)^T, \psi = (\psi_1,\ldots,\psi_N)^T, \forall i,j : 0 \leq p_{iy} \leq 1, \forall i : \sum p_{iy} = 1 \right\}, \tag{4}
\]

and

\[
\langle \mathcal{K}^+,\mathcal{Y}^+ \rangle = \left\{ \langle p,\psi \rangle \mid p = (p_1,\ldots,p_m)^T, \psi = (\psi_1,\ldots,\psi_N)^T, \forall i,j : 0 \leq \psi_{ij} \leq 1 \right\}, \tag{5}
\]

respectively. We refer to $\mathcal{K}$ as the probability space and to $\mathcal{Y}$ as the tendency space of DICLA hereafter.

**Lemma 1.** $\langle \mathcal{K},\mathcal{Y} \rangle$ is the convex hull of $\langle \mathcal{K}^+,\mathcal{Y}^+ \rangle$.

**Proof:** Proof of this lemma is similar to the proof of lemma 1 given in [4].

The application of the local rule to every cell allows transforming a configuration to a new one. The local rule of DICLA ($\mathcal{F}$) consists of two parts; reinforcement signal generator ($\mathcal{F}_\beta$) and restructuring signal generator ($\mathcal{F}_\zeta$).
**Definition 4.** The global behavior of a DICLA is a mapping \( G : \langle \mathbb{K}, \mathbb{Y} \rangle \rightarrow \langle \mathbb{K}, \mathbb{Y} \rangle \) that describes the dynamics of DICLA. The evolution of DICLA from a given initial configuration \( \langle p(0), \psi(0) \rangle \in \langle \mathbb{K}, \mathbb{Y} \rangle \) is a sequence of configurations \( \{ \langle p(k), \psi(k) \rangle \}_{k \geq 0} \) such that \( \langle p(k + 1), \psi(k + 1) \rangle = G(\langle p(k), \psi(k) \rangle) \).

**Definition 5.** Neighborhood set of any particular LA, in configuration \( \langle p, \psi \rangle \), denoted by \( N^\psi(i) \), is defined as the set of all learning automata residing in the adjacent cells of the cell \( c_i \), that is,

\[
N^\psi(i) = \{ LA_j | \| \psi_j - \psi_i \| \leq \tau \}.
\]

Let \( N^\psi \) be the cardinality of \( N^\psi(i) \).

**Definition 6.** The average penalty for action \( r \) of the learning automaton \( LA_i \), for configuration \( \langle p, \psi \rangle \in \langle \mathbb{K}, \mathbb{Y} \rangle \) is defined as

\[
d_{\beta}^\psi(\langle p, \psi \rangle) = E[\beta_i | \langle p, \psi \rangle, \alpha_i = r] = \sum_{y_0^{N}, \ldots, y_{N_p}^{N}} \left( F_{\beta}^r \left( y_0^{N}, \ldots, y_{N_p}^{N}, r \right) \prod_{LA_j \in N^\psi(i)} p_{y_0^{N}} \right),
\]

and the average penalty for the learning automaton \( LA_i \), is defined as

\[
D_i(\langle p, \psi \rangle) = E[\beta_i | \langle p, \psi \rangle] = \sum_{y} d_{\beta}^\psi(\langle p, \psi \rangle)p_{y}. \tag{8}
\]

The above definition implies that if the learning automaton \( LA_j \) is not a neighboring learning automaton for \( LA_i \), then \( d_{\beta}^\psi(\langle p, \psi \rangle) \) does not depend on \( p_j \). We assume that \( d_{\beta}^\psi(\langle p, \psi \rangle) \neq 0 \) for all \( i, r \) and \( \langle p, \psi \rangle \), that is, in any configuration, any action has a non-zero chance of receiving penalty.

**Definition 7.** The total average penalty for DICLA at configuration \( \langle p, \psi \rangle \in \langle \mathbb{K}, \mathbb{Y} \rangle \) is the sum of the average penalties for all learning automata in DICLA, that is,

\[
D(\langle p, \psi \rangle) = \sum_{i} D_i(\langle p, \psi \rangle). \tag{9}
\]

**Definition 8.** The average restructuring signal for interest \( j \) of the cell \( c_i \), for configuration \( \langle p, \psi \rangle \in \langle \mathbb{K}, \mathbb{Y} \rangle \) is defined as

\[
d_{\psi}^\gamma(\langle p, \psi \rangle) = \sum_{r} \sum_{y_0^{N}, \ldots, y_{N_p}^{N}} \left( F_{\psi}^s \left( y_0^{N}, \ldots, y_{N_p}^{N}, r, \psi_{s}^{j} \right) \prod_{LA_j \in N^\psi(i)} p_{y_0^{N}} \right), \tag{10}
\]

where \( \psi_{s}^{j} = (\psi_{s1}, \psi_{s2}, \ldots, \psi_{sN_j})^T \).

The above definition implies that all interests are independent of each other, since the restructuring signal generator \( F_{\psi}^s \) for any interest of any cell depends only on the tendency values of the neighboring cells to that interest.

4. Dynamics of DICLA

Dynamics of DICLA within its environment is twofold; dynamics of the tendency vectors of its constituting cells and dynamics of the action probability vectors of its constituting learning automata. We refer to the former as the structural dynamics and to the latter as the behavioral dynamics of DICLA. In this section, we will first study the structural dynamics of DICLA and then analyzing its behavioral dynamics.

4-1. Structural Dynamics of DICLA

Structural dynamics of DICLA can be described by the process \( \{ \psi(k) \}_{k \geq 0} \) which evolves according to the following equation:
\[ \psi(k + 1) = z(\psi(k), \zeta(k)), \quad (11) \]

where \( z \) represents the restructuring function. In this paper, we study the structural dynamics of DICLA for two different restructuring functions, namely simple restructuring function (equation (12)) and vanishing restructuring function (equation (13)).

\[ \psi(k + 1) = \psi(k) + b \cdot \zeta(k), \quad (12) \]

\[ \psi(k + 1) = \psi(k) + b \cdot \nu(k) \zeta(k). \quad (13) \]

In the above equations, \( b \) is an \( n \times n \) diagonal matrix with \( b_{ii} = b_i \) and \( b_i > 0 \) represents the restructuring rate for the cell \( c_i \), \( \nu(k) \) in equation (13), is a vanish at infinity function. A function \( \nu \) is said to vanish at infinity if \( \nu(k) \rightarrow 0 \) as \( k \rightarrow \infty \). Note that the above restructuring functions can be used only if for every \( i \) and \( j \) we have \(-\psi_{ij} \leq b_i \cdot \zeta_{ij} \leq 1 - \psi_{ij} \).

4-1-1. Structural Dynamics of DICLA using Simple Restructuring Function

Components of \( z \), using simple restructuring function, can be obtained as follows:

\[ z_{ij}(\psi_{ij}, \zeta_{ij}) = \psi_{ij} + b_i \cdot \zeta_{ij}. \quad (14) \]

From equation (11) it follows that \( \{\psi(k)\}_{k \geq 0} \) is a discrete-time Markov process [20] defined on the tendency space \( \mathcal{Y} \).

Now consider the following assumptions:

(A-1) There exists a set of fitness evaluation functions \( \mathcal{F}^i, i = 1, 2, \ldots, N \), each is able to evaluate the normalized fitness of the tendency vector of the cell \( c_i \) within the range \([0, 1]\), where 0 is the fitness of the optimum tendency vector of the cell.

(A-2) The restructuring signal generator \( \mathcal{F}^i_p \) can be described as the following equation:

\[ \mathcal{F}^i_p \left(y_{n_p}^i, y_{n_p+1}^i, \ldots, y_{n_p+l-1}^i, r, \psi_{s,j}\right) = \mathcal{F}^i \left(\psi_{s,j}\right) \cdot \mathcal{G}^i \left( y_{n_p}^i, y_{n_p+1}^i, \ldots, y_{n_p+l-1}^i, r, \psi_{s,j}\right), \quad (15) \]

where \( \mathcal{G}^i \) is a function within the range \([-1, 1]\).

(A-3) \[ \sum_j \mathcal{G}^i \left( y_{n_p}^i, y_{n_p+1}^i, \ldots, y_{n_p+l-1}^i, r, \psi_{s,j}\right) \neq 0. \]

**Remark 1.** Assumption (A-1) enables us to define a local optimum for the tendency vector of each cell of DICLA. The study of the structural dynamics of DICLA is then reduced to investigating whether the tendency vector of each cell converges to its local optimum or not. We refer to a point \( \psi^* \) within the tendency space of DICLA as the maximal tendency point, if for every cell \( c_i \), \( \psi^* \) is the local optimum of the tendency vector of that cell.

**Remark 2.** Assumption (A-2) indicates that \( \mathcal{F}^i_p \) is a multiplication of \( \mathcal{F}^i \) and \( \mathcal{G}^i \). Considering this assumption, \( \mathcal{G}^i \) specifies the orientation and direction of the restructuring signal and \( \mathcal{F}^i \) specifies its magnitude. When the tendency vector of a cell \( c_i \) is far from its optimal vector, \( \mathcal{F}^i \) is large and as a result, the restructuring signal will be large. On the other hand, when the tendency vector of a cell \( c_i \) is near its optimal vector, \( \mathcal{F}^i \) is small and hence, the restructuring signal will be small.

**Remark 3.** Assumption (A-3) indicates that the value of \( \mathcal{G}^i \) must be non-zero for at least one of the interests. To explain the reason for this assumption, we have to note that \( \mathcal{G}^i \) specifies the orientation and direction of the restructuring signal, and thus its value cannot be zero for all interests; otherwise it cannot specify any direction or orientation.

Using the above assumptions, the average restructuring signal for the interest \( j \) of the cell \( c_i \) for configuration \( (p, \psi) \in (\mathcal{K}_c, \mathcal{Y}) \), defined previously through equation (10), can be rewritten as given below:
\[ d_{ij}^{\xi}(\langle p, \psi \rangle) = \mathcal{F}^i (\psi_r) \cdot \sum_r \sum_{y_{h_r}^{(i)}, \ldots, y_{h_r}^{(m)}} \mathcal{G}^i \left( y_{h_r}^{(i)}, y_{h_r}^{(m)}, \ldots, y_{h_r}^{(n)}, r, \psi_{-r} \right) \prod_{L \in N \cap i} p_{h_r} \]  

Now define
\[ \Delta_{\psi}(k) = E[\psi(k + 1)|\psi(k)] - \psi(k). \]  

Since \( \psi(k) \) is Markovian and \( \zeta(k) \) depends only on \( \langle p(k), \psi(k) \rangle \) and not on \( k \) explicitly, then \( \Delta_{\psi}(k) \) can be expressed as a function of \( \langle p(k), \psi(k) \rangle \). Hence we can write
\[ \Delta_{\psi} = b \cdot f_{\psi}^\xi \left( \langle p, \psi \rangle \right). \]  

The components of \( \Delta_{\psi}(k) \) can be obtained as follows:
\[ \Delta_{\psi_{ij}} = b_i \cdot f_{\psi}^\xi \left( \langle p, \psi \rangle \right) = b_i \cdot d_{ij}^{\xi} \left( \langle p, \psi \rangle \right) \]  

**Lemma 2.** Function \( f_{\psi}^\xi \left( \langle p, \psi \rangle \right) \) whose components are given by equation (19) is Lipschitz continuous over the compact space \( \langle K, \mathcal{Y} \rangle \).

**Proof:** Function \( f_{\psi}^\xi \left( \langle p, \psi \rangle \right) \) has compact support (it is defined over \( \langle K, \mathcal{Y} \rangle \)), is bounded because \( \forall p, \psi, i, j : -1 \leq f_{\psi}^\xi \left( \langle p, \psi \rangle \right) \leq 1 \), and is also continuously differentiable with respect to \( \psi \) over \( \langle K, \mathcal{Y} \rangle \). Therefore, its first derivative with respect to \( \psi \) is also bounded. Thus, using the Cauchy's mean value theorem, it can be concluded that \( f_{\psi}^\xi \left( \langle p, \psi \rangle \right) \) is Lipschitz continuous over the compact space \( \langle K, \mathcal{Y} \rangle \) with Lipschitz constant \( K = \sup_{\psi} \| f_{\psi}^\xi \left( \langle p, \psi \rangle \right) \| \). 

For different values of \( b \), equation (12) generates a different process and we shall use \( \psi_{ij}(k) \) to denote this process whenever the value of \( b \) is to be specified explicitly. To find the approximating ordinary differential equation (ODE) for the restructuring function given by (12), we define a sequence of continuous-time interpolation of (12), denoted by \( \bar{\psi}_{ij}(t) \) and called an interpolated process, whose components are defined by:
\[ \bar{\psi}_{ij}^{b}(t) = \psi_{ij}(k), \quad t \in \left[ kb_i, (k + 1)b_i \right), \]  

where \( b_i \) is the restructuring rate of the simple restructuring function for the cell \( c_i \). The interpolated process \( \{ \bar{\psi}_{ij}^{b}(t) \}_{t} \) is a sequence of random variables that takes values from \([0,1]^{N \times M}\), where \([0,1]^{N \times M}\) is the space of all functions that, at each point, are continuous on the right and have a limit on the left over \([0,\infty)\) and take values in \( \mathcal{Y} \). Consider the following ODE:
\[ \dot{\psi} = f_{\psi} \left( \langle p, \psi \rangle \right), \]  

where \( \dot{\psi} \) is composed of the following components:
\[ \frac{d\psi_{ij}}{dt} = \mathcal{F}^i (\psi_r) \cdot \mathcal{G}^i \left( \langle p, \psi \rangle \right) \]
In the following theorem, we will show that equation (12) is the approximation to the ODE (21). This means that if we have the solution to (21), then we can obtain information regarding the behavior of \( \psi(k) \).

**Theorem 1.** Using the simple restructuring function (12) and considering \( \max \{ h \} \to 0 \), \( \psi(k) \) is well approximated by the solution of the ODE (21).

**Proof:** Following conditions are satisfied by the restructuring function given by equation (12):

- \( \{ \psi(k) \}_{k \geq 0} \) is a Markovian process.
- Given \( \psi(k) \), \( \zeta(k) \) is independent of \( \zeta(k-1) \).
- \( \mathcal{L}^\zeta \left( \langle p(k), \psi(k) \rangle \right) \) is independent of \( k \).
- \( \mathcal{L}^\zeta \left( \langle p(k), \psi(k) \rangle \right) \) is Lipshitz continuous over the compact space \( \{ K, Y \} \) (Lemma 2).
- \( E \mathbb{E} \left[ \zeta(\cdot) - \mathcal{L}^\zeta \left( \langle p, \psi \rangle \right) \right]^2 \) is bounded since \( \zeta(\cdot) \in [-1,1]^N \).
- Restructuring rates \( b_i, i=1, ..., N \) are sufficiently small since \( \max \{ h \} \to 0 \).

Therefore, using theorem (A.1) in [21], we can conclude the theorem.

Equation (12) is the so called Euler approximation to the ODE (21). Specifically, if \( \psi(k) \) is a solution to (12) and \( \tilde{\psi}(t) \) is a solution to (21), then for any \( T > 0 \), we have

\[
\lim_{b_i \to 0} \sup_{0 \leq k \leq T} \left\| \psi_{ij}(k) - \tilde{\psi}(kb_i) \right\| = 0. \tag{23}
\]

What Theorem 1 says is that \( \psi(k) \), given by equation (12), will closely follow the solution of the ODE (21), that is \( \psi(k) \) can be made to closely approximate the solution of its approximating ODE by taking \( \max \{ h \} \) sufficiently small. Thus, if the ODE (21) has a locally asymptotically stable equilibrium point, then we can conclude that (by taking \( \max \{ h \} \) sufficiently small), \( \psi(k) \) for large \( k \), would be close to this equilibrium point if \( \psi(0) \) is within the region of attraction of that point.

To find the equilibrium points of the ODE (19), we have to solve equations of the following from:

\[
\frac{d\psi_{ij}^*(t)}{dt} = 0 \quad \text{for all } i, j. \tag{24}
\]

Using equation (22), (24) can be rewritten as

\[
\mathcal{F}_i^\psi (\psi^*_i) \cdot \mathcal{G}^\psi \left( \langle p, \psi^*_i \rangle \right) = 0, \quad \text{for all } i, j. \tag{25}
\]

Considering the assumption (A-3), the only solutions to the above equations are the set of tendency vectors \( \psi^*_i \) which satisfy the following equations:

\[
\mathcal{F}_i^\psi (\psi^*_i) = 0, \quad \text{for every } i. \tag{26}
\]

In other words, the equilibrium points of the ODE (19) coincide with the maximal tendency points of DICLA.

Since \( \psi^*_i \) is an absorbing state of the Markovian process \( \{ \psi(k) \}_{k \geq 0} \), if \( \psi(0) = \psi^*_i \), then DICLA, from the structural point of view, absorbed to \( \psi^*_i \). But if \( \psi(0) \neq \psi^*_i \), then we cannot guarantee the convergence to a maximal tendency point. However, we give a sufficient condition under which convergence to a maximal tendency point can be assured.

**Theorem 2.** Suppose there is a bounded differentiable function \( \mathcal{F}^\psi : \mathbb{R}^{m_1+...+m_N} \times \mathbb{R}^N \to \mathbb{R} \) such that for some constants \( c_i > 0 \), we have \( \frac{\partial \mathcal{F}^\psi (\langle p, \psi \rangle)}{\partial p_{iy}} = 0 \) and \( \frac{\partial \mathcal{F}^\psi (\langle p, \psi \rangle)}{\partial \psi_{ij}} = -c_{ij} \mathcal{G}^\psi \left( \langle p, \psi \rangle \right) \). Then DICLA using the simple restructuring
function and with sufficiently small value of the restructuring rate \( \max \{ b \} \rightarrow 0 \), converges, from the structural points of view, to a maximal tendency point, for any initial configuration in \( \{ K, Y \} \).

**Proof:** We have

\[
\frac{d \mathcal{H}}{dt} = \sum_i \sum_y \frac{\partial \mathcal{H}}{\partial p_{iy}} \cdot \frac{dp_{iy}}{dt} + \sum_i \sum_j \frac{\partial \mathcal{H}}{\partial \psi_{ij}} \cdot \frac{d\psi_{ij}}{dt} \\
= -\sum_i \sum_j c_{ij} \cdot \mathcal{F}^{-1}(\psi_i) \cdot \left( \mathcal{F} \left( \{ p, \psi \} \right) \right)^2 \leq 0.
\]

(27)

Thus, \( \mathcal{H} \) is non-increasing along the trajectories of the ODE (21) and eventually converges to its minimum, where \( \frac{d \mathcal{H}}{dt} = 0 \).

From (27), the derivative of \( \mathcal{H} \) is zero if and only if \( \mathcal{F}^{-1}(\psi_i) = 0 \) for all \( i \). This is an equilibrium point of the ODE (21). Thus, the ODE has to converge to some equilibrium point. Since an equilibrium point of the ODE (21) is also a maximal tendency point, the theorem follows.

To see some samples of the \( \mathcal{H} \) function with the properties specified in Theorem 2, please refer to Table 2.

<table>
<thead>
<tr>
<th>( \mathcal{F}^{-1}({ p, \psi }) )</th>
<th>( \mathcal{H}({ p, \psi }) )</th>
<th>( \frac{\partial \mathcal{H}({ p, \psi })}{\partial \psi_{ij}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{ij} ) (for some constants ( k_{ij} &gt; 0 ))</td>
<td>( -\sum_i \sum_j k_{ij} \cdot \psi_{ij} )</td>
<td>( -k_{ij} )</td>
</tr>
<tr>
<td>( k_{ij} \cdot \mathcal{N}<em>{i}^{\psi} ) (for some constants ( k</em>{ij} &gt; 0 ))</td>
<td>( -\sum_i \sum_j k_{ij} \cdot \psi_{ij} )</td>
<td>( -k_{ij} \cdot \mathcal{N}_{i}^{\psi} )</td>
</tr>
</tbody>
</table>

4-1.2. Structural Dynamics of DICLA using Vanishing Restructuring Function

Components of \( \mathcal{Z} \), using vanishing restructuring function (equation (13)), can be obtained as given below:

\[
\mathcal{Z}_{ij}(\psi_{ij}, \xi_{ij}) = \psi_{ij} + b_i \cdot v \cdot \xi_{ij} \quad (28)
\]

As it was mentioned earlier, \( \{ \psi(k) \}_{k \geq 0} \) is a discrete-time Markov process [20] defined on the tendency space \( Y \). Once again, consider the following difference equation:

\[
\Delta \psi(k) = E[\psi(k + 1)|\psi(k)] - \psi(k) \quad (29)
\]

The components of \( \Delta \psi(k) \) using vanishing restructuring function can be obtained as follows:

\[
\Delta \psi_{ij} = b_i \cdot v \cdot d_{ij} \left( \{ p, \psi \} \right) \quad (30)
\]

Since \( v(k) \rightarrow 0 \) as \( k \rightarrow \infty \), we can conclude that, for large \( k \), \( \Delta \psi_{ij}(k) \rightarrow 0 \). This means that in the long run, the process \( \{ \psi(k) \}_{k \geq 0} \) will eventually converges to a state \( \psi^* \), but no statement can be made about the properties of this state.

**Remark 4:** Note that the vanishing restructuring function must be used only if no fitness evaluation function with the properties specified in assumption (A-1) of the previous section can be found. In other words, when it is possible to find some fitness evaluation functions for evaluating the fitness of the tendency vectors of the cells of DICLA, it is rational to use such functions for guiding the
exploration of DICLA through its tendency space until it reaches a well-fitted state. But, when it is hard or impossible to find such fitness evaluation functions, one can use the vanishing restructuring function to force DICLA to stop its exploration through its tendency space after a specific number of iterations. The rationale behind using a vanishing restructuring function is that explorations through tendency space, when thinking of the applications modeled by DICLA (such as mobile ad hoc and sensor networks), usually impose some costs (such as energy used for movements of mobile nodes), and such costs cannot be paid forever.

### 4-2. Behavioral Dynamics of DICLA

The behavioral dynamics of DICLA is affected by the structural dynamics of DICLA. This is due to the fact that the local rule of DICLA, which rules its behavioral and structural dynamics, in each cell is a function of the state of that cell and the states of its neighboring cells. But the neighboring cells of each cell change according to the structural dynamics of DICLA and thus, the behavioral dynamics of DICLA is affected accordingly. Considering this affection, we study the behavioral dynamics of DICLA from the time instant at which its evolution within the tendency space $\mathcal{Y}$ is stopped at the point $\mathcal{Y}^\ast$. We refer to DICLA, whose evolution within the tendency space $\mathcal{Y}$ is stopped at the point $\mathcal{Y}^\ast$, as $\text{DICLA}^\ast$.

In this section, we will study the asymptotic behavior of $\text{DICLA}^\ast$, in which all the learning automata use the $L_{RP}$ learning algorithm [3], when operating within an S-model environment. We refer to such a $\text{DICLA}^\ast$ as $\text{DICLA}^\ast$ with $SL_{RP}$ learning automata hereafter. The process $\{p(k)\}_{k \geq 0}$ which evolves according to the $L_{RP}$ learning algorithm can be described by the following difference equation:

$$p(k + 1) = p(k) + a \cdot g(p(k), \beta(k)), \quad (31)$$

where $\beta(k)$ is composed of the components $\beta_i(k)$ (for $1 \leq i \leq N$, $1 \leq y \leq m_i$, and $\beta_{i,y}(k) = \beta_{i,y}(k)$ for every $1 \leq y_1, y_2 \leq m_i$), which are dependent on $p(k)$. $a$ is an $N \times N$ diagonal matrix with $a_{ii} = a_i$ and $a_i$ represents the learning parameter for the learning automaton $LA_i$. $g$ represents the learning algorithm, whose components can be obtained using $L_{RP}$ learning algorithm in S-model environment as follows:

$$g_{\alpha_i}(p_{ir}, \beta_{ir}) = \begin{cases} (1 - p_{ir} - \beta_{ir}) \cdot \alpha_i = r \\ \left(\frac{\beta_{ir}}{m_i - 1} - p_{ir}\right) \cdot \alpha_i \neq r. \end{cases} \quad (32)$$

From equation (31) it follows that $\{p(k)\}_{k \geq 0}$ is a discrete-time Markov process [12] defined on the probability space $\mathcal{K}$ (given by equation (5)). Let $(K, d)$ be a metric space, where $d$ is the metric defined according to the equation (33) as given below:

$$d(p, q) = \sum_{i} \|p_i - q_i\|, \quad (33)$$

where $\|X\|$ stands for the size of the vector $X$.

Lemma 3 and Lemma 4, given below, state some properties of the Markovian process given by equation (31).

**Lemma 3.** The Markovian process given by equation (31) is strictly distance diminishing.  
**Proof:** To prove this lemma, we will show that the Markovian process given by equation (31) follows the definition of the strictly distance diminishing processes given in [22] by Norman. The complete proof is given in Appendix A. ■

**Corollary 1.** Let $p^{(h)}$ denotes $p(k + h)$ when $p(k) = p$ and $q^{(h)}$ denotes $p(k + h)$ when $p(k) = q$. Then $p^{(h)} \rightarrow q^{(h)}$ as $h \rightarrow \infty$ irrespective of the initial configurations $p$ and $q$.

**Proof:** The proof is given in Appendix A. ■

**Lemma 4.** The Markovian process given by equation (31) is ergodic.  
**Proof:** To prove the lemma we can see that the Markovian process given by equation (31) has the following two properties:

- There are no absorbing states for $\{p(k)\}$. This is because there is no $p$ that satisfies $p(k + 1) = p(k)$.
- The proposed process is strictly distance diminishing (Lemma 3).  


From the above two properties and considering the results given in corollary 1, we can conclude that the Markovian process \( \{ p(k) \}_{k \geq 0} \) is ergodic.

Now define

\[
\Delta p(k) = E[p(k+1)|p(k)] - p(k). \tag{34}
\]

Since \( \{ p(k) \}_{k \geq 0} \) is Markovian and \( \beta(k) \) depends only on \( p(k) \) and \( \psi^* \) and not on \( k \) explicitly, then \( \Delta p(k) \) can be expressed as a function of \( p(k) \) and \( \psi^* \). Hence we can write

\[
\Delta p(k) = af^\beta \left( \langle p, \psi^* \rangle \right). \tag{35}
\]

The components of \( \Delta p(k) \) can be obtained as follows:

\[
\Delta p_{ir} = a_{ir} \cdot \left[ 1 - p_{ir} - E[\beta_{ir}] \right] - a_{ir} \sum_{y \neq r} p_{ir} \cdot \left[ \frac{1}{m_i - 1} E[\beta_{iy}] - p_{ir} \right]
\]

\[
= a_{ir} \cdot \left[ \frac{1}{m_i - 1} \sum_{y \neq r} p_{ir} E[\beta_{ir}] - p_{ir} E[\beta_{ir}] \right]
\]

\[
= a_{ir} \cdot \left[ \frac{1}{m_i - 1} \sum_{y \neq r} p_{ir} \beta_{ir} \left( \langle p, \psi^* \rangle \right) - p_{ir} \beta_{ir} \left( \langle p, \psi^* \rangle \right) \right]
\]

\[
= a_{ir} \beta \left( \langle p, \psi^* \rangle \right), \tag{36}
\]

where

\[
f^\beta \left( \langle p, \psi^* \rangle \right) = \frac{1}{m_i - 1} \sum_{y \neq r} p_{ir} \beta \left( \langle p, \psi^* \rangle \right) - p_{ir} \beta \left( \langle p, \psi^* \rangle \right)
\]

\[
= \frac{1}{m_i - 1} \sum_{y \neq r} p_{ir} \beta \left( \langle p, \psi^* \rangle \right) - \left(1 + \frac{1}{m_i - 1}\right) \left[ p_{ir} \beta \left( \langle p, \psi^* \rangle \right) \right]
\]

\[
= \frac{1}{m_i - 1} \left[ D_i \left( \langle p, \psi^* \rangle \right) - m_i p_{ir} \beta \left( \langle p, \psi^* \rangle \right) \right]. \tag{37}
\]

**Lemma 5.** Function \( f^\beta \left( \langle p, \psi^* \rangle \right) \) whose components are given by equation (37) is Lipschitz continuous over the compact space \( \langle K, Y \rangle \).

**Proof:** The proof is similar to the proof of Lemma 2. \( \blacksquare \)

For different values of \( a \), equation (31) generates a different process and we shall use \( p^a(k) \) to denote this process whenever the value of \( a \) is to be specified explicitly. Define a sequence of continuous-time interpolation of (31), denoted by \( \hat{p}^a(t) \) and called an interpolated process, whose components are defined by:

\[
\hat{p}^a(t) = p^a(k), \quad t \in [ka_i, (k+1)a_i), \tag{38}
\]

where \( a_i \) is the learning parameter of the LRP algorithm for learning automaton \( LA_i \). The interpolated process \( \{ \hat{p}^a(t) \}_{t \geq 0} \) is a sequence of random variables that takes values from \( R^{m_i \times N} \), where \( R^{m_i \times N} \) is the space of all functions that, at each point, are continuous on the right and have a limit on the left over \( [0, \infty) \) and take values in \( K \), which is a bounded subset of \( R^{m_i \times N} \). The
objective is to study the limit of the sequence \( \left\{ \tilde{p}^2(t) \right\}_{t \geq 0} \) as \( \max \{ a \} \to 0 \), which will be a good approximation to the asymptotic behavior of (38). Consider the following ordinary differential equation (ODE):

\[
\dot{p} = \mathcal{L}^\beta \left( \langle p, \psi^* \rangle \right), \quad (39)
\]

where \( \dot{p} \) is composed of the following components:

\[
\frac{dp_{ir}}{dt} = \frac{1}{m_i - 1} \left[ D_i \left( \langle p, \psi^* \rangle \right) - m_i p_{ir} d_i^\beta \left( \langle p, \psi^* \rangle \right) \right]. \quad (40)
\]

**Theorem 3.** Under the learning algorithm (32) and considering \( \max \{ a \} \to 0 \), \( p(k) \) is well approximated by the solution of the ODE (39).

**Proof:** Following conditions are satisfied by the learning algorithm given by equation (32):
- \( \{ p(k) \}_{k \geq 0} \) is a Markovian process.
- Given \( p(k), \alpha(k) \) and \( \beta(k) \) are independent of \( \alpha(k-1) \) and \( \beta(k-1) \).
- \( \mathcal{L}^\beta \left( \langle p(k), \psi^* \rangle \right) \) is independent of \( k \).
- \( \mathcal{L}^\beta \left( \langle p(k), \psi^* \rangle \right) \) is Lipshitz continuous over the compact space \( \mathcal{K} \) (Lemma 5).
- \( \mathbb{E} \left\| g \left( p \right) - \mathcal{L}^\beta \left( \langle p, \psi^* \rangle \right) \right\|^2 \) is bounded since \( g \left( p \right) \in [-1,1]^{m_1 \times \ldots \times m_N} \).
- Learning parameters \( a_i, i = 1, \ldots, N \) are sufficiently small since \( \max \{ a \} \to 0 \).

Therefore, using theorem (A.1) in [21], we can conclude the theorem. \( \square \)

What Theorem 3 says is that \( p(k) \), given by equation (31), will closely follow the solution of the ODE (39), that is \( p(k) \) can be made to closely approximate the solution of its approximating ODE by taking \( \max \{ a \} \) sufficiently small. Thus, if the ODE (39) has a globally asymptotically stable equilibrium point, then we can conclude that (by taking \( \max \{ a \} \) sufficiently small), \( p(k) \), for large \( k \), would be close to this equilibrium point irrespective of its initial configuration \( p(0) \).

In the following subsections, we first find the equilibrium points of the ODE (39), then study the stability property of these equilibrium points, and finally state a theorem about the convergence of DICLA.

### 4.2.1. Equilibrium Points

To find the equilibrium points of the ODE (39), we first show that this ODE has at least one equilibrium point and then specify a set of conditions which must be satisfied by a configuration \( p \) to be an equilibrium point of the ODE (39).

**Lemma 6.** The ODE (39) has at least one equilibrium point.

**Proof:** To prove this lemma, we first propose a continuous mapping \( \zeta \left( \langle p, \psi^* \rangle \right) \) from \( \mathcal{K}, \mathcal{Y} \) to \( \mathcal{K}, \mathcal{Y} \). Then, using the Brouwer’s fixed point theorem, we will show that any continuous mapping from \( \mathcal{K}, \mathcal{Y} \) to \( \mathcal{K}, \mathcal{Y} \) has at least one fixed point. Finally, we will show that the fixed point of \( \zeta \left( \langle p, \psi^* \rangle \right) \) is the equilibrium point of the ODE (39). This indicates that the ODE (39) has at least one equilibrium point. The complete proof is given in Appendix B. \( \square \)
Theorem 4. The equilibrium points of the ODE (39) are the set of \( p^* \) which satisfy the set of conditions

\[
p^*_{ir}(t) = \frac{\prod_{\gamma \neq r} d^\beta_{ir} \left( \left< p^*(t), \psi^* \right> \right)}{\sum_{y_1, y_2 \neq y_1} \prod_{y_2} d^\beta_{ir} \left( \left< p^*(t), \psi^* \right> \right)} \quad \text{for all } i, r.
\]

Proof: To find the equilibrium points of the ODE (39), we have to solve equations of the from

\[
\frac{dp^*_{ir}(t)}{dt} = 0 \quad \text{for all } i, r. \tag{41}
\]

Using equation (40), (41) can be rewritten as

\[
\frac{1}{m_i - 1} \left[ D_i \left( \left< p^*(t), \psi^* \right> \right) - m_i p^*_{ir}(t) d^\beta_{ir} \left( \left< p^*(t), \psi^* \right> \right) \right] = 0, \quad \text{for all } i, r. \tag{42}
\]

These equations have solutions of the form:

\[
p^*_{ir}(t) = \frac{D_i \left( \left< p^*(t), \psi^* \right> \right)}{m_i d^\beta_{ir} \left( \left< p^*(t), \psi^* \right> \right)}, \quad \text{for all } i, r, \tag{43}
\]

which after some algebraic manipulations, can be rewritten as:

\[
p^*_{ir}(t) = \frac{\prod_{\gamma \neq r} d^\beta_{ir} \left( \left< p^*(t), \psi^* \right> \right)}{\sum_{y_1, y_2 \neq y_1} \prod_{y_2} d^\beta_{ir} \left( \left< p^*(t), \psi^* \right> \right)}, \quad \text{for all } i, r, \tag{44}
\]

and hence the theorem.

It follows from Theorem 4 that the difference equation given by (35) has equilibrium points \( p^* \) that satisfy the set of conditions

\[
p^*_{ir}(k) = \frac{\prod_{\gamma \neq r} d^\beta_{ir} \left( \left< p^*(k), \psi^* \right> \right)}{\sum_{y_1, y_2 \neq y_1} \prod_{y_2} d^\beta_{ir} \left( \left< p^*(k), \psi^* \right> \right)} \quad \text{for all } i, r.
\]

4-2-2. The Stability Property

In this subsection, we characterize the stability of the equilibrium configurations of DICLA, that is, the equilibrium points of the ODE (39). To do this, the origin is first transferred to an equilibrium point \( p^* \), and then a Lyapunov-candidate function is introduced for studying the stability of this equilibrium point. Consider the following transformation:

\[
\hat{p}_{ir} = p_{ir} - \frac{D_i \left( \left< p^*, \psi^* \right> \right)}{m_i d^\beta_{ir} \left( \left< p^*, \psi^* \right> \right)} \quad \text{for all } i, r. \tag{45}
\]

Using this transformation, the origin is transferred to \( p^* \).

Lemma 7. Derivative of \( \hat{p} \) with respect to time has components of the following form:

\[
\frac{d\hat{p}_{ir}}{dt} = -d^\beta_{ir} \left( \left< p^*, \psi^* \right> \right) \hat{p}_{ir} \quad \text{for all } i, r. \tag{46}
\]

Proof: The proof is given in Appendix C.
Corollary 2. \( \dot{p}_{ir} \) and its time derivative \( \frac{d\dot{p}_{ir}}{dt} \) has different signs.

Proof: Considering the fact that \( d^\beta\beta\left(\left(p,\psi^*\right)\right) \geq 0 \) for all points \( p \) and for all \( i \) and \( r \), the proof is an immediate result of equation (46).

Theorem 5. A point \( p^* \) whose components satisfy the set of equations \( p^*_{ir}(k) = \frac{\prod_{y \neq r} d^\beta\beta\left(\left(p^*(k),\psi^*\right)\right)}{\sum_{y_1 \neq y_2} \prod_{y \neq r} d^\beta\beta\left(\left(p^*(k),\psi^*\right)\right)} \) for all \( i, r \), is an asymptotically stable equilibrium point of the ODE (39) over \( K \).

Proof: To prove this theorem, we first apply the transformation (45) to transfer the origin to \( p^* \). Then we propose a positive definite function \( V(p) \) and show that the time derivative of \( V(p) \) is globally negative definite over \( K \). This indicates that \( p^* \) is an asymptotically stable equilibrium point of the ODE (39) over \( K \). The complete proof is given in Appendix D.

Corollary 3. The equilibrium point of the ODE (39) is unique over \( K \).

Proof: Let \( p^*, q^* \) be two equilibrium points of the ODE (39). Theorem 5 proves that any equilibrium point of the ODE (39), including \( p^* \), is asymptotically stable over \( K \). This means that all initial configurations within the probability space \( K \) converge to \( p^* \). Using a similar approach for \( q^* \), one can conclude that all initial configurations within the probability space \( K \) converge to \( q^* \). This implies that \( p^* = q^* \), and thus, the equilibrium point of the ODE (39) is unique over \( K \).

4-2.3. Convergence Results

In this section, we summarize the main results specified in the above lemmas and theorems in a main theorem (Theorem 6).

Theorem 6. A DICLA\( \omega \) with SL\( \theta \) learning automata, regardless of its initial configuration, converges in distribution to a random configuration, in which the mean value of the action probability of any action of any LA is inversely proportional to the average penalty received by that action.

Proof: The evolution of a DICLA\( \omega \) with SL\( \theta \) learning automata is described by the equation (31). From this equation, it follows that \( \{p(k)\}_{k \geq 0} \) is a discrete-time Markov process. Lemma 4 states that this Markovian process is ergodic, and hence, it converges in distribution to a random configuration \( p^* \), irrespective of its initial configuration. Lemma 6 shows that such a configuration exists for DICLA\( \omega \). Corollary 3 states that it is unique, and Theorem 5 proves that it is asymptotically stable. Theorem 4 specifies the properties of the configuration \( p^* \). It shows that \( p^* \) satisfies the set of conditions given by (43). According to equation (43), in configuration \( p^* \), the action probability of any action of any LA is inversely proportional to the average penalty received by that action.

4-3. Expediency of DICLA

In this subsection, we introduce the concept of expediency for DICLA and specify the set of conditions under which a DICLA becomes expedient.

Definition 9. A pure-chance automaton is an automaton that chooses each of its actions with equal probability i.e., by pure chance, that is, an \( m \)-action automaton is pure-chance if \( p_i = \frac{1}{m}, i = 1,2,\ldots,m \).
Definition 10. A DICLA is said to be expedient with respect to the cell \( c_i \) if 
\[
\lim_{k \to \infty} \mathbb{E} \left[ D_i \left( \langle p(k), \psi(k) \rangle \right) \right] < \frac{1}{m_i} \sum_{j} d_{ij} \left( \langle p^*, \psi^* \rangle \right).
\]
In other words, a DICLA is expedient with respect to the cell \( c_i \) if, in the long run, the \( i \)th learning automaton performs better (receives less penalty) than a pure-change automaton.

Definition 11. A DICLA is said to be expedient if it is expedient with respect to every cell in DICLA.

Theorem 7. A DICLA with SL\( R \) learning automata, regardless of the local rule being used, is expedient.

Proof: To prove this theorem, we show that a DICLA with SL\( R \) learning automata is expedient with respect to every cell in DICLA. The proof is given in Appendix E.

5. Numerical Examples

To confirm the theoretical analysis given in Section 3, in this section we conduct a number of computer simulations. The first simulation is conducted to confirm the analytical results given in Theorem 2. The next two sets of simulations are used to confirm the analytical results given in Theorem 6. The last simulation is used to study the behavior of DICLA in terms of expedieny.

5-1. Numerical Example 1

This simulation is conducted to confirm that if a function \( \mathcal{H} : \mathcal{R}^{m_1+\ldots+m_\gamma} \times \mathcal{R}^{N+\gamma} \to \mathcal{R} \) with the properties specified in Theorem 2 exists and the assumptions (A-1), (A-2), and (A-3) given in Section 3-1 hold, then DICLA using the simple restructuring function and with sufficiently small value of the restructuring rate \( \max \{ \lambda \} \to 0 \), converges, from the structural point of view, to a maximal tendency point. For this simulation, we use a DICLA with three cells and three interests. This DICLA uses the simple restructuring function with the restructuring rate \( b = 10^{-4} \). Tendency vector of each cell is specified randomly at the startup of the simulation. We assume that DICLA has a maximal tendency point (specified in Table 3) (Assumption (A-1)) and the restructuring signal generator \( \{ F_y \} \) of every cell can be described as a multiplication of \( \mathcal{H}^j \) and \( \mathcal{G}^{i} \) (Assumptions (A-2) and (A-3)). At each step \( k \), \( \mathcal{G}^{i} \left( \langle p(k), \psi(k) \rangle \right) \) is selected randomly from the range \([-\psi_y(k), 1-\psi_y(k)]\]. Table 4 gives the results of this numerical study. By comparing the results given in this table and the desired values of tendencies given in Table 3, it can be concluded that the tendency of each cell to each of the interests approaches its desired value. This confirms the theoretical analysis given in Theorem 2. Figure 5 also shows the approach of the tendency to its desired value over the simulation time for randomly selected tendencies of every cell of DICLA. As it can be seen from this figure, the approach of tendencies towards their desired values is regardless of their initial values, as it was stated in the theorem. Another observation in this figure is that tendency values have very few deviations and seamlessly approach towards \( \psi^* \). The reason behind this observation is that the number of iterations, depicted in the figure, is very high (about \( 5 \times 10^5 \)) and thus, small deviations between subsequent iterations cannot be seen in the figure.

Table 3. Tendencies of each cell to each of the interests of DICLA at the maximal tendency point \( \psi^* \)

<table>
<thead>
<tr>
<th></th>
<th>( \psi_1 )</th>
<th>( \psi_2 )</th>
<th>( \psi_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>( \psi_{11} = .26 )</td>
<td>( \psi_{12} = .43 )</td>
<td>( \psi_{13} = .6 )</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>( \psi_{21} = .91 )</td>
<td>( \psi_{22} = .59 )</td>
<td>( \psi_{23} = .09 )</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>( \psi_{31} = .44 )</td>
<td>( \psi_{32} = .73 )</td>
<td>( \psi_{33} = .54 )</td>
</tr>
</tbody>
</table>

Table 4. Tendencies of each cell to each of the interests of DICLA at the end of the simulation time \( (k > 3 \times 10^6) \) of the numerical example 1

<table>
<thead>
<tr>
<th></th>
<th>( \psi_1 )</th>
<th>( \psi_2 )</th>
<th>( \psi_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>( \psi_{11} = .27 )</td>
<td>( \psi_{12} = .41 )</td>
<td>( \psi_{13} = .58 )</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>( \psi_{21} = .88 )</td>
<td>( \psi_{22} = .6 )</td>
<td>( \psi_{23} = .07 )</td>
</tr>
</tbody>
</table>
5-2. Numerical Example 2

This set of simulations are conducted to confirm that the action probability of any action of any learning automaton in a \( \text{DICLA}^\mathcal{V} \) with \( SL_{RP} \) learning automata converges in distribution to a random variable, whose mean is inversely proportional to the average penalty received by that action. We consider 6 different DICLAs with different number of cells and different number of actions for the learning automata. Table 5 gives the specifications used for this set of simulations. In this table, \( \text{DICLA}_{(N,m)} \) refers to a \( \text{DICLA}^\mathcal{V} \) with \( N \) cells, each has a learning automaton with \( m \) actions. Table 6 compares the action probabilities of the actions of the learning automata in each \( \text{DICLA}^\mathcal{V} \) at the end of the simulation time \((k > 3 \times 10^6)\) with their theoretical values obtained from the equation (43). As it can be seen from these tables, the action probability of all actions and their theoretical values approach each other. This is in coincidence with the results of the theoretical analysis given in Theorem 6, that is, a \( \text{DICLA}^\mathcal{V} \) with \( SL_{RP} \) learning automata converges in distribution to a random configuration, in which the mean value of the action probability of any action of any LA is inversely proportional to the average penalty received by that action. Figure 6 also shows the approach of these two values to each other over the simulation time for randomly selected actions of three randomly selected learning automata from \( \text{DICLA}_{2,3}, \text{DICLA}_{3,2} \). Note the difference between the time scale of Figure 6, about \( 3 \times 10^6 \) iterations, with that of Figure 5, about \( 5 \times 10^5 \) iterations. This difference is due to the fact at first, structural dynamicity of the model enters its steady state (after about \( 5 \times 10^5 \) iterations), and then, its behavioral dynamicity starts to diminish.

### Table 5. Specifications used for numerical example 2

<table>
<thead>
<tr>
<th>( \text{DICLA}^\mathcal{V} )</th>
<th>( \text{DICLA}_{2.3} )</th>
<th>( \text{DICLA}_{3.2} )</th>
<th>( \text{DICLA}_{5.5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighborhood</td>
<td>All cells are neighbors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning Parameter</td>
<td>( a = 5 \times 10^{-5} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial Configuration</td>
<td>( p_{11} = 1, p_r = 0, \forall i, r, r \neq 1 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5.** Comparison of the randomly selected tendencies of every cell of DICLA with their desired values at the maximal tendency point \( \psi^* \) specified in Table 3
Table 6. Results of the numerical example 2 for DICA₂, DICA₃, DICA₅ (pᵢ is the action probability of the i-th action of the i-th learning automaton obtained from the simulation study and pᵢ* is the corresponding theoretical value)

<table>
<thead>
<tr>
<th>DICA₂, LA₁</th>
<th>α₁</th>
<th>P₁₁ = 0.352</th>
<th>P₁₁* = 0.361</th>
<th>α₁</th>
<th>P₂₁ = 0.289</th>
<th>P₂₁* = 0.288</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α₂</td>
<td>P₁₂ = 0.454</td>
<td>P₁₂* = 0.441</td>
<td>α₂</td>
<td>P₂₂ = 0.268</td>
<td>P₂₂* = 0.268</td>
</tr>
<tr>
<td></td>
<td>α₃</td>
<td>P₁₃ = 0.194</td>
<td>P₁₃* = 0.198</td>
<td>α₃</td>
<td>P₂₃ = 0.443</td>
<td>P₂₃* = 0.444</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DICA₃, LA₁</th>
<th>α₁</th>
<th>P₁₁ = 0.746</th>
<th>P₁₁* = 0.75</th>
<th>α₁</th>
<th>P₂₁ = 0.797</th>
<th>P₂₁* = 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α₂</td>
<td>P₁₂ = 0.254</td>
<td>P₁₂* = 0.25</td>
<td>α₂</td>
<td>P₂₂ = 0.203</td>
<td>P₂₂* = 0.2</td>
</tr>
<tr>
<td></td>
<td>α₃</td>
<td>P₁₃ = 0.194</td>
<td>P₁₃* = 0.19</td>
<td>α₃</td>
<td>P₂₃ = 0.337</td>
<td>P₂₃* = 0.341</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DICA₅, LA₁</th>
<th>α₁</th>
<th>P₁₁ = 0.21</th>
<th>P₁₁* = 0.21</th>
<th>α₁</th>
<th>P₂₁ = 0.208</th>
<th>P₂₁* = 0.21</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α₂</td>
<td>P₁₂ = 0.212</td>
<td>P₁₂* = 0.21</td>
<td>α₂</td>
<td>P₂₂ = 0.215</td>
<td>P₂₂* = 0.2</td>
</tr>
<tr>
<td></td>
<td>α₃</td>
<td>P₁₃ = 0.2</td>
<td>P₁₃* = 0.2</td>
<td>α₃</td>
<td>P₂₃ = 0.201</td>
<td>P₂₃* = 0.2</td>
</tr>
<tr>
<td></td>
<td>α₄</td>
<td>P₁₄ = 0.213</td>
<td>P₁₄* = 0.21</td>
<td>α₄</td>
<td>P₂₄ = 0.178</td>
<td>P₂₄* = 0.179</td>
</tr>
<tr>
<td></td>
<td>α₅</td>
<td>P₁₅ = 0.165</td>
<td>P₁₅* = 0.16</td>
<td>α₅</td>
<td>P₂₅ = 0.198</td>
<td>P₂₅* = 0.198</td>
</tr>
</tbody>
</table>

Figure 6. Results of the numerical example 2 for randomly selected actions of three randomly selected learning automata from DICA₂, DICA₅

DICLA₂: LA₁: Action 2

DICLA₅: LA₄: Action 4
5-3. Numerical Example 3

The goal of conducting this set of simulations is to study the behavioral dynamics of \( \text{DICLA}^{\mathcal{V}} \) when it starts to evolve within the environment from different initial configurations. For this study, we use a \( \text{DICLA}_{3,5} \) with \( SL_{RP} \) learning automata. Table 7 gives the initial configurations of \( \text{DICLA}_{3,5} \) used in this study. In this table, the initial action probability vector for each learning automaton in each configuration is given beneath that learning automaton. For example, in configuration 3, the initial action probability vector of the learning automaton \( LA_3 \) is \([.5, .1, .1, .2, .1]^T\). Figure 7 plots evolution of the action probabilities of two sample actions of two of the LA in the DICLA for different initial configurations. As it can be seen from this figure, no matter what the initial configuration of DICLA is, DICLA converges to its equilibrium configuration. Thus, the results of this set of examples coincide with the results given in Theorem 6 in Section 3, that is, the convergence of DICLA to its equilibrium configuration is independent of its initial configuration.

<table>
<thead>
<tr>
<th>Configuration 1</th>
<th>Configuration 2</th>
<th>Configuration 3</th>
<th>Configuration 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( LA_1 )</td>
<td>( LA_2 )</td>
<td>( LA_3 )</td>
<td>( LA_4 )</td>
</tr>
<tr>
<td>0 0 0 0 0</td>
<td>1 0 0 0 0</td>
<td>.2 .4 .3 .5 .6</td>
<td>.1 .8 .9 .2 .4</td>
</tr>
</tbody>
</table>

Figure 7. Results of the numerical example 3 for randomly selected actions of two randomly selected learning automata

5-4. Numerical Example 4

This set of simulations is conducted to study the behavior of \( \text{DICLA}^{\mathcal{V}} \) in terms of the expediency. For this study, we use the specifications of the second numerical example, given in Table 5. Table 8 compares \( \mathbb{E}[D_i(\langle p(k),\mathcal{V}\rangle)] \) and \( \frac{1}{m_i} \sum_y d_{ij}^y(\langle p(k),\mathcal{V}\rangle) \) at the end of the simulation time \( (k > 2.85 \times 10^6) \) for all learning automata of all DICLAs given in Table 5. As it can be seen from this table, the average penalty received by any learning automaton \( LA_i \) is less than that of a pure chance automaton. This is in coincidence with the theoretical results given in Theorem 7, that is, a \( \text{DICLA}^{\mathcal{V}} \) with \( SL_{RP} \) learning automata, regardless of the local rule being used, is expedient.

<table>
<thead>
<tr>
<th>( \text{DICLA}_{3,5} )</th>
<th>( LA_1 )</th>
<th>3.61 \times 10^{-2}</th>
<th>5.05 \times 10^{-2}</th>
<th>( \text{DICLA}_{3,5} )</th>
<th>( LA_1 )</th>
<th>1.368 \times 10^{-1}</th>
<th>1.372 \times 10^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( LA_2 )</td>
<td>3.61 \times 10^{-2}</td>
<td>4.48 \times 10^{-2}</td>
<td>( LA_2 )</td>
<td>1.368 \times 10^{-1}</td>
<td>1.371 \times 10^{-1}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( LA_1 )</td>
<td>1.02 \times 10^{-1}</td>
<td>1.04 \times 10^{-1}</td>
<td>( LA_3 )</td>
<td>1.368 \times 10^{-1}</td>
<td>1.374 \times 10^{-1}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 6. Conclusion, Discussion, and Future Work

In this paper, we proposed dynamic irregular cellular learning automaton (DICLA) as an extension to the ICLA model. In contrast to the ICLA model, DICLA has a dynamic structure which is more suitable for modeling problems in certain domains such as mobile ad hoc and sensor networks. We introduced the concept of expediency for the proposed learning model and analytically identify sufficient conditions under which a DICLA becomes expedient. We also gave some numerical examples for illustrating the analytical results.

There are some limitations for the proposed DICLA model. One is the speed of convergence of the model. Numerical analysis indicated that the model enters its steady state after millions of iterations. This is far too slow for practical applications. There exists solutions to this limitation like the multiple model given in [23]. As a possible future work, one may consider applying this model in the DICLA.

Another limitation of the proposed model is the complexity of the analysis of its behavior when the structure as well as action probability vectors change together. In this paper, we consider restructuring signals which eventually reach stable structure, from that point on, it is easier to study the behavior of learning automata. More complex restructuring signals, such as random, chaotic, repetitive, pattern-based, etc., can be considered and analyzed as another possible future work to this study.

The local environment of learning automata in the DICLA, as defined in this paper, are stationary; that is, for a fixed combination of selected actions by neighboring learning automata, the reinforcement signal would be a random variable with a predefined expected value. But in many real world applications, environments are non-stationary and thus, it is required to study the model under such environments. This could be another suggestion for interested researchers to continue this research.

Finally, in this study, we have carried out the steady-state behavior of the DICLA only for SLR\textsubscript{b} learning algorithm. SLR\textsubscript{b} learning algorithm results in an expedient model which performs only better than an equivalent pure-chance model. The study could be repeated with SLR\textsubscript{b-P} learning algorithm which is expected to result in ε-optimal models.
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Appendix A.

Proof of Lemma 3: Let \( ES = \{ \alpha | \alpha = (\alpha^T_1, \alpha^T_2, \ldots, \alpha^T_N)^T \} \) be the event set which causes the evolution of the state \( p(k) \). The evolution of the state \( p(k) \) is dependent on the occurrence of an associated event \( ES(k) \). Thus
\[
p(k+1) = f_{ES(k)}(p(k)).
\]
where \( f_{ES(k)} \) is defined according to equation (31). Let \( \Pr[ES(k) = e | p(k) = p] = \phi_e(p) \) where \( \phi_e(p) \) is a real-valued function on \( ES \times K \). Now define \( m(\phi_e) \) and \( \mu(f_e) \) as:
\[
m(\phi_e) = \sup_{e \in ES} \frac{\phi_e(p) - \phi_e(p')} {d(p,p')}
\]
and
\[
\mu(f_e) = \sup_{e \in ES} \frac{d(f_e(p),f_e(p'))} {d(p,p')},
\]
whether or not these are finite. Following propositions are hold:
- \( ES \) is a finite set.
- \( (K \times d) \) is a compact metric space.
- \( m(\phi_e) < \infty \) for all \( e \in ES \).
- \( \mu(f_e) < 1 \) for all \( e \in ES \). To see this, consider \( p \) and \( q \) as two states of the process \( \{p(k)\} \). From equations (32), (33) we have:
\[
\mu(f_e) = \frac{d(f_e(p),f_e(q))} {d(p,q)} = \frac{\sum ||f_e(p) - f_e(q)||} {\sum ||p - q||}
\]
\[
= \frac{\sum (1 - \alpha_i) \cdot ||p - q||} {\sum ||p - q||}.
\]
Since for every \( i \), \( 0 < \alpha_i < 1 \), it follows that \( \mu(f_e) < 1 \).
Therefore, and according to the definition of the distance diminishing processes given in [22] by Norman, Markovian process given by equation (31) is strictly distance diminishing.

Proof of Corollary 1: From Lemma 3 it follows that:
\[
d(P^{(h)},Q^{(h)}) = \sum (1 - \alpha_i)^h \cdot ||p - q||
\]
Right hand side of equation (52) tends to zero as \( h \to \infty \). Hence \( P^{(h)} \to Q^{(h)} \) irrespective of the initial configurations \( p \) and \( q \).

Appendix B.

Proof of Lemma 6: Let \( \zeta(P,Q^*) = a \exp(-\beta \cdot (P,Q^*)) + P \) where matrix \( a \) is equivalent to the one given in equation (31).
Components of \( \zeta(P,Q^*) \) can be obtained as follows:
\[ \zeta_{ir} \left( \langle p, \psi^* \rangle \right) = \frac{a_i}{m_i - 1} \left[ D_i \left( \langle p, \psi^* \rangle \right) - m_i p_{ir} d_{ir} \left( \langle p, \psi^* \rangle \right) \right] + p_{ir}. \] (53)

It is easy to verify that \( 0 \leq \zeta_{ir} \left( \langle p, \psi^* \rangle \right) < 1 \) for all \( i \) and \( r \). Thus, \( \zeta \left( \langle p, \psi^* \rangle \right) \) is a continuous mapping from \( \langle K, Y \rangle \) to \( \langle K, Y \rangle \).

Since \( \langle K, Y \rangle \) is closed, bounded, and convex (Lemma 1), we can use the Brouwer’s fixed point theorem to show that \( \zeta \left( \langle p, \psi^* \rangle \right) \) has at least one fixed point. Let \( p^* \) be a fixed point of \( \zeta \left( \langle p, \psi^* \rangle \right) \), thus we have

\[ \zeta \left( \langle p^*, \psi^* \rangle \right) = p^*, \] (54)

or equivalently

\[ a^* \beta \left( \langle p^*, \psi^* \rangle \right) + p^* = p^*. \] (55)

Since \( a^* \) is a diagonal matrix with no zero elements on its main diagonal, it can be concluded from (55) that

\[ f^\beta \left( \langle p^*, \psi^* \rangle \right) = 0. \] (56)

Since every point \( p^* \), that satisfies \( f^\beta \left( \langle p^*, \psi^* \rangle \right) = 0 \), is an equilibrium point of the ODE (39), we can conclude that the ODE (39) has at least one equilibrium point.

**Appendix C.**

**Proof of Lemma 7:** Let

\[ \delta^*_ir = \frac{D_i \left( \langle p^*, \psi^* \rangle \right)}{m_i d^ir \left( \langle p^*, \psi^* \rangle \right)}. \] (57)

Using equation (45) and (57), components of the derivative of \( \hat{p} \) with respect to time can be given as

\[ \frac{dp^*_ir}{dt} = \frac{dp^*_r}{dt} + \frac{d\delta^*_ir}{dt} = \frac{dp^*_r}{dt} \quad \text{for all } i, r. \] (58)

Using equations (40) and (57), equation (58) can be rewritten as

\[ \frac{dp^*_ir}{dt} = \frac{1}{m_i - 1} \left[ D_i \left( \langle p^*, \psi^* \rangle \right) - m_i \left( \hat{p}^*_r + \delta^*_ir \right) \right] \cdot d^ir \left( \langle p^*, \psi^* \rangle \right). \] (59)

Equation (59) is valid for all configurations \( \hat{p} \) including \( \hat{q} \), in which \( \dot{\hat{q}}_{ir} = 0 \), for a particular action \( r \) of the \( i \)th learning automaton.

For this configuration, it is easy to verify that \( \frac{d\hat{q}^*_ir}{dt} = 0 \).

Next, use equation (8) to rewrite equation (59) as follows:

\[ \frac{d\hat{p}^*_ir}{dt} = \frac{1}{m_i - 1} \left[ d^ir \left( \langle q, \psi^* \rangle \right) \cdot (1 - m_i) \cdot \left( \hat{p}^*_r + \delta^*_ir \right) + \sum_{y \neq r} \left( \hat{q}^*_y + \delta^*_iy \right) d^iy \left( \langle q, \psi^* \rangle \right) \right] \quad \text{for all } i, r. \] (60)

Equation (60) is also valid for all configurations \( \hat{p} \) including \( \hat{q} \). Thus, we have

\[ \frac{d\hat{q}^*_ir}{dt} = \frac{1}{m_i - 1} \left[ d^ir \left( \langle q, \psi^* \rangle \right) \cdot (1 - m_i) \cdot \delta^*_ir + \sum_{y \neq r} \left( \hat{q}^*_y + \delta^*_iy \right) d^iy \left( \langle q, \psi^* \rangle \right) \right] = 0, \] (61)

from which it immediately follows that

\[ d^ir \left( \langle q, \psi^* \rangle \right) \cdot (1 - m_i) \cdot \delta^*_ir + \sum_{y \neq r} \left( \hat{q}^*_y + \delta^*_iy \right) d^iy \left( \langle q, \psi^* \rangle \right) = 0. \] (62)
Since none of the terms in equation (62) depend on the value of \( \hat{q}_i \), this equation is valid for all configurations \( \hat{p}_i \), that is,
\[
d^p_i \left( \langle p, \psi^* \rangle \right) \cdot (1 - m_i) \cdot \delta^\nu_i + \sum_{y \neq x} (\hat{p}_i y + \delta^\nu_i) d^p_y \left( \langle p, \psi^* \rangle \right) = 0, \quad \text{for all } \hat{p}_i, i, r. \tag{63}
\]
Using equation (63) in equation (60) we get
\[
\frac{d\hat{p}_i}{dt} = -d^p_i \left( \langle p, \psi^* \rangle \right) \hat{p}_i \quad \text{for all } i, r, \tag{64}
\]
and hence the lemma.

**Appendix D.**

**Proof of Theorem 5:** Apply the transformation (45) to transfer the origin to \( p^* \). Now consider the following positive definite Lyapunov function:
\[
V(\hat{p}) = -\sum_i \sum_y \hat{p}_{i y} \cdot \ln (1 - \hat{p}_{i y}). \tag{65}
\]
\( V(\hat{p}) \geq 0 \) for all points \( \hat{p} \) and is zero only when \( \hat{p}_{i y} = 0 \) for all \( i \) and \( r \). Time derivative of \( V(\cdot) \) can be expressed as
\[
\dot{V}(\hat{p}) = -\sum_i \sum_y \frac{d\hat{p}_{i y}}{dt} \cdot \nu(\hat{p}_{i y}), \tag{66}
\]
where
\[
\nu(\hat{p}_{i y}) = \left[ \frac{\ln (1 - \hat{p}_{i y}) \cdot (1 - \hat{p}_{i y}) - \hat{p}_{i y}}{1 - \hat{p}_{i y}} \right]. \tag{67}
\]
Considering the value of \( \hat{p}_{i y} \), following three cases may arise for each term of this derivative:

- \( 0 < \hat{p}_{i y} \leq 1 \): In this case, \( \nu(\hat{p}_{i y}) < 0 \) and \( \frac{d\hat{p}_{i y}}{dt} < 0 \) (Corollary 2). Therefore, \( \frac{d\hat{p}_{i y}}{dt} \cdot \nu(\hat{p}_{i y}) > 0 \).

- \( -1 \leq \hat{p}_{i y} < 0 \): In this case \( \nu(\hat{p}_{i y}) > 0 \) and \( \frac{d\hat{p}_{i y}}{dt} > 0 \) (Corollary 2). Therefore, \( \frac{d\hat{p}_{i y}}{dt} \cdot \nu(\hat{p}_{i y}) > 0 \).

- \( \hat{p}_{i y} = 0 \): In this case \( \frac{d\hat{p}_{i y}}{dt} \cdot \nu(\hat{p}_{i y}) = 0 \).

Thus, \( \dot{V}(\hat{p}) \leq 0 \), for all configurations \( \hat{p} \) and is zero only when \( \hat{p}_{i y} = 0 \) for all \( i \) and \( r \). Therefore, using the Lyapunov theorems for autonomous systems, it can be proved that \( p^* \) is an asymptotically stable equilibrium point of the ODE (39) over \( K \). ■

**Appendix E.**

**Proof of Theorem 7:** We have to show that a \( DICLREW \) with \( SL_{AR} \) learning automata is expedient with respect to all of its cells, that is \( \lim_{k \to \infty} \langle p(k), \psi(k) \rangle = \langle p^*, \psi^* \rangle \) exists and the following inequality holds.
\[
\lim_{k \to \infty} E \left[ D_i \left( \langle p(k), \psi(k) \rangle \right) \right] < \frac{1}{m_i} \sum_y d^p_y \left( \langle p, \psi^* \rangle \right), \quad \text{for every } i. \tag{68}
\]
As it was shown in Theorem 6, for a \( DICLREW \) with \( SL_{AR} \) learning automata, \( \lim_{k \to \infty} \langle p(k), \psi(k) \rangle = \langle p^*, \psi^* \rangle \) exists. Thus, we only have to show that the inequality (68) holds. Using equation (8), the left hand side of this inequality can be rewritten as:
\[
\lim_{k \to \infty} E \left[ D_i \left( \langle p(k), \psi(k) \rangle \right) \right] = \lim_{k \to \infty} E \left[ \sum_y d^\beta_y \left( \langle p(k), \psi(k) \rangle \right) p_y(k) \right] \\
= \sum_y \lim_{k \to \infty} E \left[ d^\beta_y \left( \langle p(k), \psi(k) \rangle \right) p_y(k) \right].
\] (69)

Since \( d^\beta_y \left( p(k) \right) \) and \( p_y(k) \) are independent, (69) can be simplified to:
\[
\lim_{k \to \infty} E \left[ D_i \left( \langle p(k), \psi(k) \rangle \right) \right] = \sum_y \left( \lim_{k \to \infty} E \left[ d^\beta_y \left( \langle p(k), \psi(k) \rangle \right) \right] \right) \left( \lim_{k \to \infty} E \left[ p_y(k) \right] \right).
\] (70)

From Theorem 6, we have \( \lim_{k \to \infty} E \left[ p(k) \right] = p^*_o \) and hence \( \lim_{k \to \infty} E \left[ p_y(k) \right] = p^*_y \) for all \( i \) and \( r \). Using equation (7), \( \lim_{k \to \infty} E \left[ d^\beta_y \left( p(k) \right) \right] \) can be computed as follows:
\[
\lim_{k \to \infty} E \left[ d^\beta_y \left( \langle p(k), \psi(k) \rangle \right) \right] \\
= \lim_{k \to \infty} E \left[ \sum_{y \in \mathcal{Y}} \left( \mathcal{P}_\beta \left( y \right) \right) \prod_{L \in \mathcal{N}_i} \prod_{L \in \mathcal{N}_j} \begin{pmatrix} p_{y_1} \cdots p_{y_n} \end{pmatrix} \right] \\
= \sum_{y \in \mathcal{Y}} \left( \mathcal{P}_\beta \left( y \right) \right) \prod_{L \in \mathcal{N}_i} \begin{pmatrix} p_{y_1} \cdots p_{y_n} \end{pmatrix} \lim_{k \to \infty} E \left[ p_{y_1} \cdots p_{y_n} \right] \\
= d^\beta_y \left( \langle p^*_o(k), \psi^*_o(k) \rangle \right).
\] (71)

Thus, we get:
\[
\lim_{k \to \infty} E \left[ D_i \left( \langle p(k), \psi(k) \rangle \right) \right] = \sum_y d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) p^*_y. \] (72)

Now, we have to show that:
\[
\sum_y d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) p^*_y < \frac{1}{m_i} \sum_y d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) \quad \text{for every } i. \] (73)

Each side of this inequality is a convex combination of \( d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) \), \( y = 1, \ldots, m_j \). In the convex combination given on the right hand side of (73), weights of all \( d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) \) are equal to \( \frac{1}{m_i} \), whereas in the convex combination given on the left hand side, weight of each \( d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) \) is inversely proportional to its value, that is, the larger \( d^\beta_y \left( \langle p^*_o, \psi^*_o \rangle \right) \) is, the smaller its weight is (considering equation (43)). Therefore, the convex combination given on the left hand side of inequality (73) is smaller than the one given on the right hand side, and hence the theorem. \( \blacksquare \)