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\begin{abstract}
In this paper, we propose a cellular edge detection (CED) algorithm which utilizes cellular automata (CA) and cellular learning automata (CLA). The CED algorithm is an adaptive, intelligent and learnable algorithm for edge detection of binary and grayscale images. Here, we introduce a new CA local rule with adaptive neighborhood type to produce the edge map of image as opposed to CA with fixed neighborhood. The proposed adaptive algorithm uses the von Neumann and Moore neighborhood types. Experimental results demonstrate that the CED algorithm has superior accuracy and performance in contrast to other edge detection methods such as Sobel, Prewitt, Robert, LoG and Canny operators. Moreover, the CED algorithm loses fewer details while extracting image edges compare to other edge detection methods.
\end{abstract}

1. Introduction

Image processing is a type of signal processing where the input image is converted to an image or a set of image features. An image defines as a 2-D function of \( f(x,y) \) where \( x \) and \( y \) are spatial coordinates and \( f \) is the domain of the image intensity or grayscale level at each pair of \( (x,y) \).

Edge detection is one of the key processes of machine vision systems. This process reduces the computation time and storage space of images while preserving valuable information about the image boundaries. Prewitt [1] and Canny [2] are two well-known edge detection algorithms. Assuming wrong points as edges and initializing large number of parameters are two main defects of these traditional edge detection algorithms.


Learning automaton is an adaptive entity which is placed in an unknown environment. The ultimate goal of a learning automaton is to learn the optimal action through the reinforcement signal which is produced by the environment as the feedback of selected actions of learning automaton. Learning automata (LA) have applications in evolutionary computing [7,8], grid computing [9,10], complex network sampling [11], solving maximum clique problem [12] and solving minimum vertex cover problem [13].

CA is a discrete framework consists of a regular grid of cells, each of which including a finite set of states. CA has various applications in image processing. In [14] a hybrid method based on CA and fuzzy logic introduced for impulse noise elimination. In [15] CA used for enhancement, smoothing and denoising of digital images. In [16,17] various CA applications in image processing are introduced such as: noise filtering, feature selection, thinning, convex hull, etc.

CLA follow a mathematical model for complex systems, which consists of tiny entities. CLA compose of CA where a learning automaton lies in each CA's cells. A segmentation algorithm is proposed in [18] that processes the color and texture of image by CLA and segment the skin-like areas of image.

Edge detection is the process of simplifying the representation of an image into a set of extracted objects boundaries. The CED algorithm comprises of two key components including: (1) CA that store the boundary information of edges, (2) CLA that learn the texture, size and boundary distribution of edges. The interworking
of these two components enables the CED algorithm to accurately extract edge information from images.

The remaining parts of this paper are organized as follows. In Section 2, we present a brief overview of LA, CA and CLA. The CED algorithm is introduced in Section 3. In Section 4, we present and discuss the qualitative and quantitative results for various sets of sample images. Finally the paper is concluded in Section 5.

2. Automata theory

2.1. Learning automata

A learning automaton [19] is a machine that can perform a finite number of actions. Each selected action of learning automaton is evaluated in a probabilistic environment and the evaluation response is applied to learning automaton with a positive or negative reinforcement signal. The aforementioned signals affect the next action that is taken by the learning automaton. The ultimate goal of a learning automaton is to learn the foremost action among all actions. The best action is the one that maximizes the probability of getting a positive signal from the environment. Fig. 1 depicts the learning automaton interactions toward the environment.

The environment can be modeled as a triplet of $E = (\alpha, \beta, c)$ where $\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_n\}$ is the input set, $\beta = \{\beta_1, \beta_2, \ldots, \beta_m\}$ is the output set and $c = \{c_1, c_2, \ldots, c_l\}$ is the set of penalty probabilities where $c_i$ is the probability that $\alpha_i$ gets the penalty signal. In static environments the $c_i$ values remain unchanged while in non-static environments these values change during the progress of learning automaton.

According to the nature of its input, the environment can be divided into three models of P, Q and S:

- In P-model environment $\beta$ is a two members set $\{(0, 1)\}$ where $\beta_1 = 1$ and $\beta_2 = 0$ are penalty and reward symbols, respectively.
- In Q-model environment $\beta$ is an arbitrary finite set of discrete symbols.
- In S-model environment $\beta$ is a random variable from the interval $[0, 1]$ of real numbers.

A learning automaton is a fixed quintuple like $\langle \alpha, \beta, F, G, \phi \rangle$ where $\alpha = \{\alpha_1, \ldots, \alpha_n\}$ is the action set, $\beta = \{\beta_1, \ldots, \beta_m\}$ is the input set, $\phi = \{\phi_1, \ldots, \phi_l\}$ is the internal states set, $F: \phi \times \beta \rightarrow \phi$ is the function that generates the next state of learning automaton and $G: \phi \rightarrow \alpha$ is the output function that maps the current state to the next input of learning automaton.

Variable structure learning automata (VSLA) are quadruple of $\langle \alpha, \beta, p, T \rangle$ where $\alpha = \{\alpha_1, \ldots, \alpha_n\}$ is the action set, $\beta = \{\beta_1, \ldots, \beta_m\}$ is the input set, $p = \{p_1, \ldots, p_l\}$ is the probability vector of each action and $p(n + 1) = T[a(n), \beta(n), p(n)]$ is the learning algorithm. The following algorithm is a typical linear learning algorithm. Assume that, the action $\alpha_i$ is selected in nth interval, the positive and negative responses are calculated through (1) and (2), respectively.

By using these two response schemes, the probability vector of learning automaton will be updated.

\[
\begin{align*}
& p_i(n + 1) = p_i(n) + a_i \left[ 1 - p_i(n) \right] \\
& p_i(n + 1) = (1 - a_i)p_i(n) \quad \forall j \neq i
\end{align*}
\]

(1)

\[
\begin{align*}
& p_i(n + 1) = (1 - b_i)p_i(n) \\
& p_i(n + 1) = \left( b_i \right) \left( 1 - b_i \right) + (1 - b_i)p_i(n) \quad \forall j \neq i
\end{align*}
\]

(2)

where in (1) and (2), $a_i$ and $b_i$ are the reward and penalty parameters. If $a_i$ and $b_i$ are equal then the learning algorithm will be called linear reward penalty algorithm ($LRP_i$). If $a_i$ is much larger than $b_i$ then the learning algorithm will be called linear reward penalty algorithm ($L_{bi}$). If $b_i$ is equal to zero then the learning algorithm will be called linear reward inaction ($L_{b0}$).

2.2. Cellular automata

CA [20] are a model for investigating the behavior of complex systems and have typical applications in image processing [14]. CA are discrete dynamic systems that their behavior are completely dependent on their local communications. In CA, the space defines as a network of cells and time advances discretely. Also in each time step, rules are deployed globally and the next state of each cell is determined through the current state of its adjacent cells. The CA rules determine how neighboring cells influence the central cell. Two cells will be neighbors, if one of them can influence the other one through a governing CA rule.

A D-dimensional CA is a quadruple of $\{Z^D, \phi, N, F\}$ where $Z^D$ is a network of D-tuple ordered integers that could be a finite, semi-finite or infinite set, $\phi = \{1, 2, \ldots, n\}$ is a finite set of actions, $N = \{N_1, N_2, \ldots, N_m\}$ is the neighborhood vector that is a finite subset of $Z^D$ and $F: \phi^m \rightarrow \phi$ is the local rule of CA. The neighborhood vector $N(u)$ defines the relative position of neighbors for each cell $u$ in the cell network. $N(u)$ is calculated by (3) in which the neighbor cells should meet the two constraints of (4).

\[
N(u) = \{u + \xi_i | i = 1, 2, \ldots, m\}
\]

(3)

\[
\forall u \in Z^D \Rightarrow u \in N(u) \\
\forall u, v \in Z^D \Rightarrow u \in N(v) \land v \in N(u)
\]

(4)

Moore and von Neumann are two well-known neighborhood types of CA. Fig. 2 shows a Moore neighborhood with $N = \{(-1,1), (0,1), (1,1), (-1,0), (0,0), (1,0), (-1,1), (0,1), (1,1)\}$ and a von Neumann neighborhood with $N = \{(0,1), (-1,0), (0,0), (1,0), (0,-1), (1,-1)\}$ in a 2-D space.

The local rule $F$ can be characterized as general, totalistic and outer totalistic rules:

- In general rule the next value of a cell depends on the value of its neighboring cells in the current time step.
- In totalistic rule the next value of a cell depends on the various states of its neighboring cells.
- In outer totalistic rule the next value of a cell depends on its current state and the various states of its neighboring cells.
2.3. Cellular learning automata

CLA [21] are combinations of LA [19] and CA [20]. The CLA model combines the learning ability of LA with cooperation window of CA. The CLA model is a tool for modeling the simple component systems. In CLA, the behavior of each component is determined from the behavior of its neighbors and its previous experiments. CLA show a complex behavior through simple interactions of single components. Thus, CLA are suitable for modeling the real-world problems.

As shown in Fig. 3, CLA consist of CA that each of its cells equips with one or more LA that determines the state of the corresponding cell. Like CA, in CLA the local rule governs the environment and determines how the selected action gets the reward or penalty signal. These signals update the probability vector of the corresponding learning automaton in order to attain the optimal decision. CLA framework aims to utilize LA to calculate the probability of state transformation in stochastic CA. CLA can be divided into two categories of asynchronous and synchronous where in synchronous CLA, all cells synchronize with a global clock and cooperate simultaneously.

The $D$-dimensional CLA is quintuple of $\{Z^D, \phi, A, N, F\}$ where $Z^D$ is a network of $D$-tuple ordered integers that could be a finite, semi-finite or infinite set, $\phi = \{1, \ldots, m\}$ is a finite set of actions, $A$ is a set of LA that each of them corresponds to a specific CLA cell, $N = \{x_1, \ldots, x_n\}$ is the neighborhood vector which is a finite subset of $Z^D$ and $F: \phi^m \to \beta$ is the local rule of CA where $\beta$ is the reinforcement signal.

3. Cellular edge detection

In this section, we propose a cellular model which utilizes a nested chain of CA and CLA for edge detection of images. The proposed algorithm can be used for edge detection of binary and grayscale images. The edges of an image are the boundaries in which an intense alteration may occur. Since the edge detection of image has various applications, it is necessary for it to run independent from the feature extraction.

In cellular edge detection (CED) algorithm CA are assigned to the image in such a way that each cell of CA corresponds to a pixel of image. Also, the CLA determines the neighborhood type of CA. The combination of these two techniques accurately detects the edges of image and converges to the optimal edge map.

3.1. Cellular edge detection model

The proposed model utilizes a 2-D, symmetric and nondeterministic CA in addition to a 2-D, symmetric and nondeterministic CLA. The CA rules can detect relatively intense variations in brightness, color or details of image and find edges based on these extracted information. In the following of this section, we present the framework and formulation of CED algorithm.

3.1.1. Cellular automata framework

A $D$-dimensional CA is defined as follows:

- $CA = \{Z^D, \phi, A, N, F\}$
- $Z^D$ is a 2-D CA identical to the input image $I_{m \times n}$
- $\phi = \{0, \ldots, 255\}$ is the set of finite states for a grayscale image with 256 intensity levels and $\phi = \{0, 1\}$ is the set of finite states for a binary image with 2 intensity level.
- $N = \{Moore_{3,3}, von\ Neumann_{3,3}\}$ is the set of available neighborhood types for CA.
- $F$ is the local rule of CA where the local rules of binary and grayscale images are calculated through (5–7), respectively. $F$ acts as the relationship criterion of central cell and its neighbors.

3.1.2. Binary edge detection rule

A typical input image $I$ consists of a set of pixels whose their values are zero or one. If the pixel value of $I$ is one ($I = 1$), the corresponding cell will evaluate with the following constraints through (5):

1) If at least one of the cells around the central cell equals to zero, the corresponding pixel will identify as an edge in the output image $J (j = 1)$.
2) If all of the cells around the central cell equal to one, the corresponding pixel will not identify as an edge in the output image $J (j = 0)$.

Otherwise, if the pixel value of $I$ is zero ($I = 0$), it will evaluate through (6). Based on (6), if the central cell equals to zero, the corresponding pixel of output image $J$ will set to zero ($J = 0$).

$$J_{i,j} = F \left( N | I_{i,j} = 1 \right) = \begin{cases} 1 & \text{if } \exists l \in N | I_{l} = 0 \\ 0 & \text{if } \forall l \in N | I_{l} = 1 \end{cases} \quad (5)$$

$$J_{i,j} = F \left( N | I_{i,j} = 0 \right) = 0 \quad (6)$$

3.1.3. Grayscale edge detection rule

In (7), the local rule is derived from the states of central cell and its adjacent neighbors. If the absolute difference between the central pixel intensity and the maximum pixel intensity of neighborhood violates the threshold value $\theta$, then the central cell will consider as edge ($J = 1$), and otherwise the central cell will not consider as edge ($J = 0$).

$$J_{i,j} = F(\bar{N}) = \begin{cases} 1 & \text{if } |I_{i,j} - \max(N)| \geq \theta \\ 0 & \text{Otherwise} \end{cases} \quad (7)$$

3.1.4. Cellular learning automata framework

A $D$-dimensional CLA is defined as follow:

- $CLA = \{Z^D, \phi, A, N, F\}$
- $Z^D$ is a 2-D CLA identical to the input image $I_{m \times n}$
- $\phi = \{Moore_{3,3}, von\ Neumann_{3,3}\}$ is the set of finite states.
- $A$ is the set of LA identical to the input image $I_{m \times n}$.
- $N = \{Moore_{3,3}\}$ is the set of available neighborhood types for CLA.
- $F$ is the local rule of CLA, which is defined by (8):

---

Algorithm 1 Cellular Edge Detection (CED)

Define
Input image \( I_{\text{raw}} \) where \( m \) is the number of rows and \( n \) is the number of columns
Output image \( I_{\text{raw}} = \{0, 1\} \)
Construct a CA\( \text{raw} \) identical to \( I_{\text{raw}} \)
Initialize \( \phi = \{0, 1\} \) the action set of CA for binary image and \( \phi = \{0, ..., 255\} \) the action set of CA for grayscale image
Consider \( N = \{\text{Moore}_{2,2}, \text{neumann}_{2,2}\}\) as a set of available neighborhood types of CA. Construct a \( \text{CA}_{\text{raw}} \) identical to \( I_{\text{raw}} \)
Initialize \( \phi = \{\phi_1, \phi_2\} \) the action set of CA where \( \phi_1 = \text{Moore}_{2,2} \) is the action corresponding to select the Moore neighborhood type and \( \phi_2 = \text{neumann}_{2,2} \) is the action corresponding to select the von Neumann neighborhood type.

Initialize \( P \) the probability vector of LA with \( P(r) = \frac{1}{|r|} \) \( r \in \{1, 2\} \) where \( |r| \) is the number of actions, \( r = 1 \) is the probability of selecting the Moore neighborhood type and \( r = 2 \) is the probability of selecting the von Neumann neighborhood type
Consider neighborhood window \( W \) as the selected neighborhood type of CA which is determined by CA action selection
Initialize generation number \( k = 0 \), maximum number of generations \( K \) and threshold value \( \theta \)

for \( k \in [1, K] \) do
Action selection: Synchronically all LA of CLA select an action from their action set \( \phi \) based on probability vector \( P \)
for \( i \in [1, m] \) do
for \( j \in [1, n] \) do
Calculate \( W = \phi_j \) // Determine neighborhood type of CA
Calculate \( N = W \) \( (\phi_j) \) // Calculate neighboring cells of the selected neighborhood window
Calculate \( J \) based on (5–7)
Calculate reinforcement signal of \( L A_j \) based on (8)
Update probability vector \( P \) based on (1) and (2)
end for
end for
end for

\[ \beta_{i,j} = F(N) = \begin{cases} 
1 & \text{if } A_{i,j} = A(N) \forall A \in N \\
0 & \text{Otherwise} 
\end{cases} \quad (8) \]

Alternatively, (8) calculates the reinforcement signal of each learning automaton through local interactions of LA. If all LA in the same neighborhood choose a same action, they will be rewarded, and otherwise they will be punished. This strategy leads LA to choose similar neighborhood type in analogous segments of image.

3.1.5. Cellular edge detection pseudo-code

The CED algorithm consists of six steps where the 2–5 steps are repeated till the maximum number of generations is reached. These steps are as follows:

1) Initializing the CA and CLA parameters
2) Selecting the actions of CLA
3) Calculating the output image \( J \) based on CA rules
4) Calculating the reinforcement signal \( \beta \)
5) Updating the probability vector \( P \)
6) Presenting the output image \( J \)

The 2–5 steps of the CED algorithm gradually lead the CLA to learn the appropriate neighborhood type in order to efficiently process the image and converge to an optimal edge map. The pseudo-code of CED algorithm is shown in Fig. 4.

4. Experimental results

The CED algorithm utilizes CA and CLA for edge detection process. The CA present the dynamicity in boundary growth and CLA demonstrate the object learning of CED. The combination of these two reinforcement learning techniques enables CED to easily process and learn the edges of images with balanced or unbalanced intensities.

A set of four standard benchmark images are used for evaluating the performance of CED algorithm including one binary image (Circuits) and three grayscale images (Coins, Lena and Cameraman). Also, the CED algorithm is compared with a set of popular edge detection algorithms such as Prewitt [1], Canny [2], etc. The general settings of CED algorithm are as follows:

1) The maximum number of generations is set to 50.
2) The learning algorithm is \( \ell_{BP} \) with \( \alpha = \beta = 0.5 \) as reward and penalty parameters.
3) The threshold value of grayscale images \( \theta \) determines empirically from the range of [15,30].

Experiments are divided into five parts including: binary edge detection, grayscale edge detection, grayscale edge detection of noisy images, performance evaluation of grayscale edge detection of noisy images and quantitative comparison study of normal and noisy grayscale images. In the following, these experiments will be presented.

4.1. Experiment 1: edge detection of binary images

Fig. 5 shows the edge detection result of Circuits test image for different algorithms. The test image includes a large number of horizontal and vertical lines and a few dotted points. The outputs of Prewitt and Canny algorithms are almost the same, yet Prewitt algorithm preserves a little information about the dotted points. The CED algorithm utilizes a proper neighborhood type by efficient switching between von Neumann and Moore neighborhood types. This algorithm not only could preserve the dotted points, but it also easily detects both horizontal and vertical edges.
From the window pattern view of neighborhood type, the square-like, 9-cell Moore neighborhood fits best for horizontal edges while the plus-like, 5-cell von Neumann neighborhood fits best for vertical edges. In Circuits image, if the edge is horizontal then von Neumann neighborhood type will be desirable and otherwise, if the edge is vertical then Moore neighborhood type will be desirable. In CED algorithm, a CLA is responsible for selecting the neighborhood type of CA while the gradient of image intensity may vary in different parts of the image. After selecting the neighborhood type of each cell, the CA rules will deploy on the input image and consequently the output image will be formed. Finally, the reinforcement signal will be calculated and will deploy in a way that membered LA of a same neighborhood will gradually learn a unified local neighborhood type.

4.2. Experiment 2: edge detection of grayscale images

Fig. 6 shows the detected edges of different edge detection algorithms for Coins test image. From Fig. 6(b), not only is Prewitt’s output extremely pale and plain, but it also misses most of the key edges. Moreover from Fig. 6(c), Canny’s output misses some certain edges that will lead to produce a meaningless image. Fig. 6(d) shows the output generated by the CED algorithm. We observe that a threshold value between [15,30] balances edge details and clarity. The CED algorithm produces connected, clean and meaningful edges. Moreover, there is a tradeoff between accuracy and purity of the resulted image of CED algorithm that is controlled by the threshold value. As you can see there is a little amount of noise in the edge map of Fig. 6(d). If the threshold value of the CED algorithm is increased, the amount of noise in the coins will be reduced; but in this condition the algorithm will miss some principal edges. The reversed process of this phenomenon is also viable. So, the threshold value should properly set prior to the execution of edge detection process.

4.3. Experiment 3: edge detection of grayscale noisy images

In this section the application of CED algorithm for noisy image edge detection is presented. Figs. 9–11 are the results of edge detection process of Coins, Lena and Cameraman test images which are corrupted by the salt and pepper impulse noise with probability of \( p = 0.005 \).

The edge detection result of Coins image is showed in Fig. 9. The CED algorithm (Fig. 9(d)) outperforms Prewitt and Canny methods when the noise is applied to the Coins image. This algorithm could maintain the main structure of edge information while processing the noisy input image. However, Prewitt and Canny algorithms produce irrelevant edges and thicken the noisy parts of the output image compare to Fig. 9(a).

The resulting outputs of noisy Lena test image from the various algorithms are displayed in Fig. 10. It is apparent that Prewitt algorithm (Fig. 10(b)) almost produces an incomprehensible output image with the presence of salt and pepper noise in its area. Also in Fig. 10(c), Canny algorithm amplifies the noisy parts
of the produced edge map. On the other hand in Fig. 10(d), since the CED algorithm could extract enough information from the CA neighborhood, there is sufficient information available for computing the image edges.

Fig. 7. (a) The Lena test image, (b) Prewitt algorithm, (c) Canny algorithm and (d) CED algorithm.

Fig. 8. (a) The Cameraman test image, (b) Prewitt algorithm, (c) Canny algorithm and (d) CED algorithm.

Fig. 9. (a) The Coins test image corrupted by salt and pepper impulse noise with probability of \( p = 0.005 \), (b) Prewitt algorithm, (c) Canny algorithm and (d) CED algorithm.

Fig. 10. (a) The Lena test image corrupted by salt and pepper impulse noise with probability of \( p = 0.005 \), (b) Prewitt algorithm, (c) Canny algorithm and (d) CED algorithm.

Fig. 11 shows the edge detection results of Cameraman test image with the presence of salt and pepper noise with probability of \( p = 0.005 \). Fig. 11(b) and (c) shows the result of applying Prewitt and Canny algorithm to the Cameraman image which corrupted by salt.

and pepper noise (Fig. 11(a)). In compare with Prewitt algorithm the Canny algorithm is much more successful in Cameraman test image. From Fig. 11(d), the CED is more effective while finding the edges of this test image. Applying the edge detection rule produces an edge map that preserves both magnitude and quality of edges. Also, CED could easily detect directed edges while minimizing the effects of noise.

4.4. Experiment 4: performance evaluation of edge detection of grayscale noisy images

4.4.1. Mean square error

Mean square error (MSE) is an image quality assessment metric. MSE calculates the average difference between original and edge detected image. So, the lower MSE means lesser error between the original image and edge detected one. For original image $l$ and edge detected image $J$, MSE is calculated through (9):

$$MSE = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} (l_{ij} - J_{ij})^2$$  \hspace{1cm} (9)

where in (9), $m$ and $n$ are height and width of the images, respectively.

4.4.2. Peak signal to noise ratio

Peak Signal to Noise Ratio (PSNR) is another image quality assessment metric that is expressed in terms of decibel (dB) scale. PSNR is the ratio between the original image and the distortion signal in an image. A higher PSNR indicates the construction of a higher quality image. The PSNR is calculated based on MSE by (10):

$$PSNR = 10 \log_{10} \left( \frac{R^2}{MSE} \right)$$  \hspace{1cm} (10)

where in (10), $R=255$ is the maximum variation for an 8-bit grayscale input image and MSE is calculated by (9).

4.4.3. Discussion of MSE and PSNR

The MSE and PSNR of noisy images of Coins, Lena and Cameraman corrupted by salt and pepper impulse noise with probability of $p=0.005$ are reported for Prewitt [1], Canny [2], Sobel [22], Robert [23], Laplacian of Gaussian as Log [24] and CED algorithms in Table 1. In edge detection algorithms, a lower MSE demonstrates that the produced edge map contains strong and even weak edge points. Moreover, a higher PSNR demonstrates a higher ratio of signal (original image) to noise (produced edge map). So, an edge detection algorithm like CED that has lower MSE and higher PSNR is a accurate and reliable choice. The inverse relation of MSE and PSNR in (9) and (10) proves this relationship.

4.5. Experiment 5: quantitative comparison study

In this section, CED algorithm is compared with several other edge detection methods. Having a quantitative comparison, Bagdeley’s Delta Metric (BDM) [25] is used as a numeric metric. The BDM is a parameter that is used to calculate the dissimilarity measure between two binary images. The k-BDM $(0<k<\infty)$ is defined as follows:

$$\Delta^k(l_a, I_b) = \left[ \frac{1}{|P|} \sum_{p \in P} |g(d(p, l_a)) - g(d(p, I_b))| ^k \right]^{1/k}$$  \hspace{1cm} (11)

where in (11), $l_a$ and $I_b$ are two binary images with equal dimensions $N \times M$, $p = \{1, \ldots, N\} \times \{1, \ldots, M\}$ is the set of position. Also, $g(.)$ is a concave increasing function that is used for weighting and the distance between position $p$ and the closest edge point of the set $l_a$ is defined by $d(p, l_a)$.

The experiments were performed on 10 types of Berkeley Segmentation Data Set (BSDS) images [26] including human, face, airplane, tree, garden, island, building, zebra, panda and sea-sky. Also in this experiment, we set $k=2$ and $g(x)=\min(c, x)$ where $c = \sqrt{M^2 + N^2}$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Coins MSE</th>
<th>Coins PSNR (dB)</th>
<th>Lena MSE</th>
<th>Lena PSNR (dB)</th>
<th>Cameraman MSE</th>
<th>Cameraman PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prewitt</td>
<td>1380</td>
<td>6.7635</td>
<td>3493</td>
<td>2.7320</td>
<td>1804</td>
<td>5.6016</td>
</tr>
<tr>
<td>Canny</td>
<td>1379</td>
<td>6.7690</td>
<td>3491</td>
<td>2.7346</td>
<td>1802</td>
<td>5.6056</td>
</tr>
<tr>
<td>Sobel</td>
<td>1380</td>
<td>6.7657</td>
<td>3549</td>
<td>2.6635</td>
<td>1804</td>
<td>5.6011</td>
</tr>
<tr>
<td>Robert</td>
<td>1380</td>
<td>6.7655</td>
<td>3550</td>
<td>2.6626</td>
<td>1804</td>
<td>5.6008</td>
</tr>
<tr>
<td>Log</td>
<td>1379</td>
<td>6.7690</td>
<td>3548</td>
<td>2.6649</td>
<td>1804</td>
<td>5.6025</td>
</tr>
<tr>
<td>CED</td>
<td>1377</td>
<td>6.7737</td>
<td>3488</td>
<td>2.7382</td>
<td>1800</td>
<td>5.6120</td>
</tr>
</tbody>
</table>

In this experiment, the results of CED algorithm are compared with Previtt [1], Canny [2], Sobel [22], Robert [23], Laplacian of Gaussian as LoG [24], competitive fuzzy edge detection as CFED [27], gravitational edge detection based on triangular norms using product t-norm as GEDT [28], Edge detection using ant algorithms as AED [29] and new gravitational edge detection as NGED [30]. The results of this experiment on normal images and noisier images corrupted by Gaussian noise with zero mean and variance 25 based on BDM are reported in Tables 2 and 3, respectively. The best results are highlighted in boldface. The results indicate that the CED algorithm performs better than other edge detection algorithms at least for six out of ten normal images and five out of ten noisy images while most of other edge detection methods have similar results. Also, the results of noisy images are similar to normal images for CED algorithm.

4.6. Discussion of results

From Figs. 6–8, the CED algorithm easily detects directed and undirected edges and draws continuous edge map from them. Also, from Figs. 9–11, CED algorithm robustly detects the edges and successfully removes further noise without deteriorating the quality of edges. Moreover, the MSE and PSNR of the CED algorithm that are reported in Table 1 numerically justify the acute edge detection power of CED algorithm. Finally, Tables 2 and 3 demonstrate that the CED algorithm outperforms the other edge detection methods on BSDS while evaluating the BDM parameter.

The CED algorithm may produce some unnecessary points in the edge map due to the high level of transparency of test images. This algorithm proposes a dynamic edge detection strategy that utilizes CLA cells to adaptively set the neighborhood type of relative pixel intensities. The CED algorithm consists of two main components:

1) A CA which is composed of a grid of cells similar to the input image size. CA compute the edge map of image. 2) A CLA which determines the neighborhood type of the CA. Each learning automaton of CLA progressively learns from its neighbors toward creating a smooth and clear edge map.

The following are four main characteristics of the CED algorithm:

1) Calculating the image edge map with regard to intensity changes.
2) Using an image specific threshold to determine the optimal threshold value for different images.
3) Utilizing an adaptive neighborhood strategy that produces smooth edges.
4) Using the previous experiences while selecting the neighborhood type.

5. Conclusion

Edge detection is one of the key applications of machine vision. Two main weaknesses of traditional edge detection algorithms are slowness and edge loss. The popular edge detection approaches use multiple stages to detect edges of image. In this paper we propose the cellular edge detection (CED) algorithm. This algorithm works based on parallel cells of CA combined with CLA which speed up the edge detection process. Moreover, the smoothing and noise filtering properties of this algorithm flattens the edges of image. Also, to prevent the edge loss, we apply a deterministic CA rule to images where the neighborhood type can change adaptively.

The fact that no learning automaton has a complete picture of edge detection process is the interesting part of CED algorithm. So, every cell in CLA operates with limited information about the image and indirectly affects other cells while calculating their corresponding reinforcement signals. This makes sense when CED algorithm simply draws connected edges from horizontal and vertical gradient beams of image.
In order to fully investigate the pros and cons of CED and other algorithms, a set of experiments for binary and grayscale images are conducted. In both binary and grayscale images, the CED algorithm accurately detects edges and merely extracts unnecessary details. Furthermore, the CED algorithm presents superior numerical results in terms of MSE, PSNR and BDM performance metrics while comparing with other edge detection methods. In this work, the optimal value for CA's threshold is chosen empirically based on the input image while designing an adaptive scheme to automate the full process of the CED algorithm can be considered as a future work.
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