Conceptual feature generation for textual information using a conceptual network constructed from Wikipedia
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Abstract A proper semantic representation of textual information underlies many natural language processing tasks. In this paper, a novel semantic annotator is presented to generate conceptual features for text documents. A comprehensive conceptual network is automatically constructed with the aid of Wikipedia which has been represented as a Markov chain. Furthermore, semantic annotator gets a fragment of natural language text and initiates a random walk to generate conceptual features which represent topical semantic of the input text. The generated conceptual features are applicable to many natural language processing tasks where the input is textual information and the output is a decision based on its context. Consequently, the effectiveness of the generated features is evaluated in the task of document clustering and classification. Empirical results demonstrate that representing text using conceptual features and considering the relations between concepts can significantly improve not only the bag of words representation but also other state-of-the-art approaches.
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1 Introduction

The analysis of information retrieval systems using standard benchmarks such as TREC\(^1\) has shown that in spite of growing complexity, no system is considerably superior to the others \([4]\). Following the similar line of research, the same results have been reported for document classification \([13]\).

Most of the corresponding techniques represent the text as bag of words (BOW), which only accounts for term frequency in the documents, and ignores important semantic relationships between key terms that limit its usefulness to represent the ambiguities in natural language \([10,33]\). Co-occurrence analysis \([45,39]\) (i.e. Latent Semantic Analysis \([28]\)) has been proposed to identify the existence of relations between key terms. However, these models can only be reasonably used when texts are fairly long, and performs sub-optimally on short texts.

A good deal of recent work is attempting to go beyond this paradigm by enriching the input text with conceptual annotations \([10]\). In these models, a semantic annotator is responsible to enrich the representation by leveraging the structure of a background conceptual network \([25,26]\). Noteworthy, these models are different in the nature of the concept, which are ranged from explicit human-organized \([15,26]\) to collaboratively generated concepts \([13,18,16]\).

Concept-based models represent textual documents using semantic concepts, instead of (or in addition to) keywords, and performs analysis in that concept space \([8]\). It is clear that representing textual documents using high-level concepts will result in a representation model that is capable of handling both synonymy and polysemy.

Therefore, the contributions of this paper are twofold. First, an algorithm is proposed to generate conceptual features for textual information with the aid of a prior knowledge source; using these knowledge-based features, we can detect the topical semantics of the input text and the proximity of meaning between texts is derived from the notion of proximity between the concepts corresponding to those texts. Furthermore, various tools have been proposed for automatic conceptual network construction and exploration. Second, the applicability of the proposed model is demonstrated on two fundamental NLP tasks; document clustering and classification.

The remainder of this paper is organized as follows. In section 2, related works are reviewed comprehensively. Section 3 describes the methodology and different parts of the proposed system. Section 4 explains how the proposed approach is employed upon for document clustering and classification. Finally, conclusion and future works are presented in section 5.

2 Related Work

The typical representation model for document clustering and classification is the bag of words paradigm. Its main restriction is that it assumes independency between words and ignores all the conceptual relations between them. Concept-based models have attempted to tackle this problem by using statistical or knowledge-based approaches.

\(^1\) Text REtrieval Conference: http://trec.nist.gov/
Statistical approaches build a ‘semantic space’ (aka ‘word space’ or ‘distributional semantics’) of words from the way in which these words are distributed in a corpus of unannotated natural language text [45, 39]. There are many types of semantic space algorithms that go beyond this simple co-occurrence model [27].

The most successful and well-known technique in this field is Latent Semantic Analysis (LSA) [28], which relies on the tendency for related words to appear in similar contexts. Although latent concepts can represent the topical semantic of the input text better than visible words, they might be difficult to interpret in natural language. Moreover, polysemy is not captured since each occurrence of a word is treated as having the same meaning due to the word being represented as a single point in the space without considering its context.

Despite the statistical features, a number of knowledge-based lexical/conceptual features have been proposed in the literature. The underlying repositories were mostly WordNet or Wikipedia [15]. Gabrilovich and Markovitch [13] proposed Explicit Semantic Analysis which leverages concepts explicitly defined by humans. ESA represents textual information with respect to the external textual article space (such as Wikipedia [13], Wiktionary, ODP [12] or any comprehensive collection of textual articles [3]). In addition, it is also able to indicate how strongly a given word in the input text is associated with a specific article in the external space. Based on this model, two pieces of texts can be semantically related in spite of having no word in common. It is believed that the most important aspect of ESA is its strength in utilizing an external textual collection (article space) to generate explicit features for a fragment of text. Different experiments [3] have shown that the nature of the external article space (ESA concept hypothesis [1]) is not significant at all.

Explicit or latent features generated by ESA or LSA have the potential to address synonymy and somehow polysemy, which are arguably the two most important problems in natural language processing. On the other hand, these approaches are inherently limited in some aspects. E/LSA generates a static feature vector for a word irrespective of its context. In other word, they disregard word order and therefore disambiguation will be a serious problem in such cases. To suppress the effect of this problem, combining different feature vectors has been proposed [13]. This problem will be more serious when dealing with long text documents. The experimental results have shown that long documents and ambiguous words are poorly represented in these models. Egozi et al. [3] applied ESA to weak queries of TREC collection and found that the generated concepts are too noisy.

Using external knowledge sources (specially Wikipedia) for enriching classic document representation was introduced by Gabrilovich and Markovitch [13]. In the following line of research, Wang and Domeniconi [47] and Hu et al. [19, 22] applied conceptual features on the task of classification and clustering respectively. Recently, Huang et al. [23] used 17 different features to train a document similarity measure on Wikipedia and WordNet. In this model, each document is represented at both the lexical and semantic levels.

Additionally, Yazdani and Popescu-Belis [49] proposed a document similarity measure using the visiting probability from one set of nodes to another. Both content and structure of Wikipedia have been leveraged to generate visiting probabilities.
The proposed similarity measure has been evaluated by different important tasks in natural language processing and information retrieval.

3 Generating conceptual features for textual information

We address the problem of enhancing the classical bag of words representation by enriching the input text using concepts of an external concept repository. Unlike previous researches\cite{13,44,11} which implicitly extending the classic bag of words representation model with additional features corresponding to concepts; we identify in the input text short-and-meaningful sequences of terms (aka spots\cite{10}) which are then linked to unambiguous entities drawn from an external concept repository. The most interesting benefit of the proposed model is the structured knowledge attached to the input document that leverages not only a bag of concepts but also the valuable structure defined between concepts.

In this paper, Wikipedia link graph is employed as a conceptual network and a semantic annotator is used to detect topical semantic of the input text. Figure 1 illustrates the logical flow of the proposed model. At the first phase, the Wikipedia link structure is mined to build the background conceptual network (see Sec. 3.1 for more details). The second phase contains two components: “wikifier”\cite{31} that extracts explicit seed concepts occurred in the input text and “semantic annotator” is responsible to enrich the representation by leveraging the structure of the conceptual network. The semantic annotator represents a piece of text as a conceptual feature.
Fig. 2: Combining article graph and category graph to build the background conceptual network. Each solid edge corresponds to a bidirectional link between two articles or categories, while each dotted edge corresponds to a parent category of a specific article.

vector\(^2\) which contains new generated features that represent the topical semantic of the input text better than the ones supplied with the explicit words \([27,45]\) or the implicit/explicit concepts \([28,1]\).

In the following subsections, the specific knowledge acquisition method is described in section 3.1. It exploits Wikipedia to build a comprehensive conceptual network. Moreover, the corresponding semantic annotator for generating conceptual features for the input text is described extensively in section 3.2.

3.1 Conceptual Network Construction

Regardless of Wikipedia’s obstacles such as textual form and human-level applicability \([13]\), a growing community of researchers have recognized it as a valuable repository of concepts \([30]\). As a matter of fact, different parts of Wikipedia such as internal links, category structure, textual contents, disambiguation pages and revision histories \([50]\) have been leveraged in various researches. Following successful experiments \([50,20,35,44]\), all articles, categories and internal links between them were utilized to produce a set of concepts and their corresponding associated links.

Notably, the existence of a link between two articles does not always imply a semantic relation. Despite the writing rules in Wikipedia \([30]\), some phrases are just linked because there are entries for the corresponding concept. Therefore, to assure topic relatedness of association links, it is assumed that two articles are associated if they are linked to each other in Wikipedia. Moreover, bidirectional links have been

\(^2\) A weighted sequence of Wikipedia concepts which are sorted by the relevance to the context of the input text.
leveraged in a previous research [20]. Other kinds of internal links such as links between articles and parent categories (“art-cat”) and hierarchical links between categories (“cat-cat”) have also been leveraged without revision. Therefore, each article or category is assumed as a concept. Articles with equivalent category have also been merged together. Figure 2 presents the structure of article and category graph and the way they are combined together. Noteworthy, category graph can be used to produce generalized concepts while article graph provides more specific ones.

Although using the larger amount of knowledge leads to small improvements in NLP tasks [51], Wikipedia snapshot of November 20, 2007 was used in order to have comparable experiments with previous researches [13]. After parsing the Wikipedia XML dump using WikipediaMiner [31], about 2 million articles and categories are selected as concepts. Each concept has 7.67 associations in average. The most common concept is “American film actors” with 9117 neighbors.

3.2 Semantic Annotator

The role of semantic annotator is to extend the input seed concepts using the structure of conceptual network. This remark represents the task of semantic annotator as a classic network theory problem: “finding nodes that are semantically related to a given node”. This is a well-studied problem and two different approaches have been proposed in the literature. Some researchers [50, 20, 37, 36, 24] represented the underlying network as a Markov chain and tried to employ stochastic techniques to predict a conceptual neighborhood around node $i$. On the other hand, other researchers [43, 14] leveraged a heuristic search using spreading activation algorithms on the network.

Spreading activation algorithms [14] are initiated by labeling a set of source nodes with activation, which is a numerical value intended to represent some aspects of a composite concept or textual information. Over time, when a node becomes active, the activation is propagated to other nodes via the association links between them like a chain of falling dominoes. Each round of such a propagation is called a pulse. In contrast with stochastic solutions, although heuristic methods require less computational resources, they are highly sensitive to the initial distribution and different parameters. In this section, following previous successful researches [24, 37, 50, 52], the focus is on stochastic approaches and a hybrid solution is proposed by customizing Personalized PageRank [17] with the ideas coming from spreading activation and Green measure [36].

After constructing a comprehensive network of the concepts and relations between them, the first step of semantic processing is mapping the text to a set of concepts appearing in the text. “Entity linking” is the task of linking entities mentioned in text with their corresponding entities in a conceptual network [40]. The emergence of knowledge-based approaches in different applications of information retrieval caused entity linking to receive much more attention in recent years [40]. Wikipedia-Miner’s wikifier [31] is one of the most accurate and accessible tools in this field [40]. In this paper, wikifier was leveraged to map the input document into a weighted set of seed concepts.

See [30] for more information about different kinds of links in Wikipedia.
In the following subsections, the problem of semantic annotation is formalized in section 3.2.1, then the proposed algorithm and its corresponding parameters approximation are presented in section 3.2.2 and 3.2.3 respectively.

3.2.1 Formalization

Let $p_{ij}$ be the transition probabilities of a Markov chain on a finite set of states $C$, which is a non-negative number representing the probability to jump from node $i \in C$ to node $j \in C$. These transition probabilities form a stochastic matrix, so-called transition matrix ($T$). Since our background conceptual network is an undirected graph, the simple random walk can be defined on it by setting $p_{ij} = 0$ if there is no edge from $i$ to $j$, and $p_{ij} = 1/d_i$ if there is an edge from $i$ to $j$, where $d_i$ is the degree of $i$. Personalized PageRank (aka Topic-Sensitive PageRank) [17] biases the global PageRank method by focusing the PageRank computation around some seed subset of nodes. The output of Personalized PageRank is an a-priori estimation of vertex importance regarding the seed concept:

$$P_{t+1} = (1 - \lambda)T \cdot P_t + \lambda S \quad (1)$$

At each step, it is possible either to follow an association link with probability $1 - \lambda$, or jump back to a seed concept ($S$) with probability $\lambda$ (teleport operation). This algorithm takes the activation distribution from the current time step ($P_t$) and multiplies it to the transition matrix ($T$) in order to produce a better estimation for the next time step ($P_{t+1}$). For any ergodic Markov chain, there is a steady-state probability vector which is the principal left eigenvector of $P$ [17]. Previous researches [36] have shown that the probabilities generated by Personalized PageRank are overly influenced by the underlying graph connectedness and tends to reproduce the global values generated by the original PageRank algorithm. It means that the general concepts always get more weight irrespective of the selected seed concepts. For example, “American film actors” (a concept with the highest degree in the concepts network constructed in section 3.1) obtained considerable weight when Personalized PageRank algorithm was applied by starting with “every” set of the initial seed concepts independently of the fact that the initial set of seed concepts relates to “technology” or “politics”. Noteworthy, Green measure [36] is a way to get rid of this problem:

$$P_{t+1} = T \cdot P_t + S - v \quad (2)$$

The green method attempts to break the tendency of Personalized PageRank to general concepts by penalizing each concept with its query-independent equilibrium measure ($v$) [36], which represents the global importance of each concept in the link structure of the graph, regardless of the selected seed concepts. When the system has reached equilibrium, the highest values in the estimation vector ($P$) refer to those concepts that are the most related ones to the source concepts and have a global importance in the link structure.

According to this algorithm, the nodes’ weights are reduced in each iteration based on their centrality to solve the problem of the convergence of Personalized PageRank algorithm to concepts with high centrality. Therefore, the weights of the
nodes with very high centrality are reduced considerably in every iteration of the algorithm and other nodes will have the opportunity to emerge. On the other hand, related high centrality concepts are charged in each iteration through more nodes and this decay factor will have lower effect on them.

In the original Green algorithm [36], PageRank value of each node has been used to determine global centrality of the nodes in the network (v in Equation 2). According to this issue, whereas determining of PageRank values for all nodes available in the network requires hundreds of iterations of random walks over the entire network, high complexity of employing Green algorithm will be its prominent problem. The previous researches in the field of knowledge-based information retrieval [20, 24, 37, 50, 52, 49] have almost used Personalized PageRank algorithm to determine the related concepts and have not considered the problem of the convergence of the algorithm to general concepts. In the following subsection, the proposed algorithm for ranking nodes in a network according to a specific initial set of seed nodes is presented. The authors believe that paying attention to the problem of general concepts convergence in random walk algorithms (especially Personalized PageRank) is one of the reasons for better efficiency of the proposed algorithm in comparison to the previous researches.

3.2.2 Algorithm

Semantic annotator algorithm (Algorithm 1) can be briefly described as an iterative process of information percolation from seed concepts via local association links. The algorithm takes a concept graph $G$ and a weighted set of seed concepts $S$ as input. In the case of our background knowledge, the vertices are concepts and the edges are associations. Therefore, the above pseudocode uses the letters $C$ and $A$ respectively. An association is represented as a pair $(p, q)$, where $p$ and $q$ are the source and destination concepts. The proposed random walk model assumes the existence of a random surfer that roams this map by stochastically following local association links until reaching to a stationary distribution.

In the first step, the initial value of each concept must be guessed [17]. Extracted concepts by the wikifier algorithm [31] have been leveraged as explicit seed concepts. This weighted list of Wikipedia concepts has been employed as the initial seed distribution of semantic annotator algorithm $(S)$. Each iteration is started by updating the result activation vector, $R^{(t+1)}$, and accumulating $\lambda / |R^{(t+1)}|$ in each entry. This is the probability of landing at any activated concept because of a random jump. It makes the random surfer model an ergodic Markov chain, which guarantees that the iteration calculation of the algorithm will converge [17]. Since the random surfer has to be biased toward walking around the initial distribution, seed concepts are promoted at each iteration.
Algorithm 1 Semantic Annotator: Conserved Personalized PageRank

\begin{algorithm}
\caption{Algorithm 1 Semantic Annotator: Conserved Personalized PageRank}
\begin{algorithmic}[1]
\Procedure{CPPR}{$G, S$}
\State $(C, A) \leftarrow G$ \Comment{Split the conceptual network into “Concepts” and “Associations”}
\State $R^{(t)} \leftarrow \emptyset$ \Comment{The current dynamic activation vector estimate}
\State $R^{(t+1)} \leftarrow \emptyset$ \Comment{The resulting better activation vector estimate}
\ForAll{$S_i \in S$}
\State $R^{(t)}(i) \leftarrow S_i$
\EndFor
\State $R^{(t+1)} \leftarrow R^{(t)}$
\Repeat
\State $R^{(t+1)}(i) \leftarrow R^{(t)}(i) + \lambda/|R^{(t+1)}|$ \Comment{Each activated concept has a $\lambda/|R^{(t+1)}|$ chance of random selection}
\ForAll{$R^{(t+1)}(i) \in R^{(t+1)}$}
\State $R^{(t+1)}(i) \leftarrow R^{(t+1)}(i) + \lambda_{Q_i}$ \Comment{Bias the result to the initial distribution ($S$)}
\EndFor
\ForAll{$p \in R^{(t)}$}
\State $Q_i \leftarrow \text{the set of local concepts such that } (p, q) \in A \text{ and } q \in C$
\State $\text{income} \leftarrow (1 - \lambda) R^{(t)}(p)/|Q_i|
\State $R^{(t+1)}(q) \leftarrow R^{(t+1)}(q) - \text{income} \times |Q_i|
\EndFor
\Until{$R$ has not converged}
\EndProcedure
\end{algorithmic}
\end{algorithm}

The next step is computing the probability of landing on a neighbor concept. This probability is computed by iterating over each concept in the current activation vector, $R^{(t)}$, and retrieving the estimated probability of having reached that concept, $R^{(t)}(p)$. From that concept, the random surfer has a $\lambda$ chance of jumping randomly to an activated concept, or $1 - \lambda$ to spread its weight to a neighbor. There are $|Q_i|$ associations to choose from, so the probability of jumping to a concept $q \in Q_i$ is $\text{income} = (1 - \lambda) R^{(t)}(p)/|Q_i|$ which is accumulated to $R^{(t+1)}(q)$. It defines the probability of finding the random surfer at concept $q$ as the sum of all ways it could be reached from any other concept in the previous pulse.

As described in Section 3.2.1 Personalized PageRank [17] converges to general concepts regardless of selected initial seed concepts. Green measure [36] overcomes this problem by penalizing each concept according to its centrality. Based on the original Green algorithm, PageRank value of each node has been used to determine global centrality of the nodes in the network. Therefore, the main problem in employing the Green algorithm will be its high complexity due to determining PageRank values which require exponential time complexity. This is a prohibitive feature in real world information retrieval applications. Based on the proposed algorithm, “Degree Centrality” [42] has been used as a simpler measure for global centrality instead of using PageRank values in the original Green algorithm. The previous research [42] has shown that degree centrality measure is a good estimation of global centrality of the nodes in the network in addition to its simplicity. Therefore, in order to limit the con-
tribution of general concepts in the interpretation mechanism, each node is penalized after propagation according to the number of its neighbors (line 21 in Algorithm 1). Noteworthy, it is related to the penalize vector \( \mathbf{v} \) in Equation 2 described in Green measure \([36]\).

The final weight of the concept \( c_i \) represents the proportion of time the random surfer spends visiting it after a sufficiently long time and corresponds to the structural scheme of the association map. The walk terminates when the proportion of time that the random surfer visits each node converges to a stationary distribution. Experimental results show that \( R(t) \) exponentially converges to its unique stationary distribution \( R(\infty) \) in a few steps (less than 4 iterations in average). Two convergence criteria are used in this paper. \( \varepsilon \)-truncated is defined as the divergence of the generated feature vectors \( |R(t+1) - R(t)| < \varepsilon \). Moreover, in order to maintain the computation time within acceptable limits; the iterations of Algorithm 1 can be truncated after \( T \) steps \( (T\text{-truncated}) \). Therefore, the iteration of the algorithm will be terminated when the divergence between the generated feature vectors is less than \( \varepsilon \) or the maximum number of iterations \( (T) \) is reached.

3.2.3 Approximations: \( T \)-truncated and \( \varepsilon \)-truncated convergence criteria

One of the most widely used ways to solve random walk issue as described in Algorithm 1 is the iterative method, until the \( |R(t+1) - R(t)| \) norm of successive estimation of \( R(t) \) is below our threshold \( (\varepsilon) \), or a maximum iteration step \( T \) is reached. Moreover, the number of iteration of the algorithm in a special execution depends on the initial nodes. For some of the initial nodes, the algorithm rapidly converges while for some other nodes it may need more iterations to reach to the convergence point. On the other hand, estimating exact values of parameters \( T \) and \( \varepsilon \) is not necessary for each initial node because these parameters only control the estimation error. Empirical experiments show that changes of estimation error are very negligible after some iterations of the algorithm. Therefore, determining upper/lower bound of these parameters will cause acceptable accuracy in addition to reduction of calculation time.

In this section, average upper/lower bound of these two parameters are estimated independent of initial seed concepts \( (S) \).

Estimation of the average upper/lower bound of the parameters \( T \) and \( \varepsilon \) is independent of the initial nodes \( (S) \) and of course is a function of the graph structure. On the other hand, it is not possible to apply random walks for all nodes of the graph in terms of calculation limits, therefore, they must be sampled. To achieve this aim, a set \( S \) of 1000 nodes is randomly chosen out of approximately one million nodes in the knowledge base and feature vector for each \( s_i \in S \) is generated employing Algorithm 1. Given that \( S \) is a large random sample, the evolution of \( \varepsilon \) with \( T \) is considered as a representative of the evolution of an average feature vector. The average upper bound of parameters \( T \) and \( \varepsilon \) are determined using this sample size.

Figure 3 monitors average estimation error \( |R(t+1) - R(t)| \) in every iteration of the algorithm for different values of \( \lambda \). Each point in Figure 3 presents average estimation error for all samples in a specified iteration of the algorithm (horizontal axis) and a specified value of \( \lambda \), i.e. for random set of \( S = \{s_1, s_2, \ldots, s_m\} \) including
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Fig. 3: The average divergence of the generated feature vectors ($\varepsilon^t$) depending on the number of iterations ($t$) over the knowledge base, for $\lambda$ varying from 0.1 to 0.5. The shape of the curves indicates the value of $T$ leading to an acceptable approximation: $\lambda = 0.2$ and $T = 10$ were chosen in the subsequent experiments.

$m = 1000$ of random nodes $s_i$, $\varepsilon^t_i$ is the estimation error of $s_i$ in $t^{th}$ iteration of the algorithm and is defined as follows:

$$\varepsilon^t_i = |R^{(t+1)}(s_i) - R^{(t)}(s_i)| \quad (3)$$

Finally, the average estimation error in iteration $t$ is defined as follows, which indicates point $(t, \varepsilon^t)$ in Figure 3:

$$\varepsilon^t = \frac{1}{m} \sum_{i=1}^{m} \varepsilon^t_i \quad (4)$$

When the number of iterations ($t$) is increased to infinity, the divergence ($\varepsilon^t_i$) is decreased, while the computation time is increased linearly with $t$. Consequently, $T = 10$ and $\varepsilon = 0.04$ for $\lambda = 0.2$ are chosen as a equilibrium between computation time and accuracy. These parameters have been used in the following experiments of document clustering and classification.

To show tolerance of changes in the estimated error of the selective samples in each point of Figure 3, estimation error distribution of all samples in every iteration of the algorithm for $\lambda = 0.2$ is illustrated in Figure 4. As it is evident in the diagram, sample error distribution is unstable in the initial iterations of the algorithm ($t < 7$) which indicates non-convergence of the algorithm in the initial iterations. As it is clear, after 10 first iterations, the full convergence with specified and partial dispersion can be seen in the sample estimation direction. On the other hand, this experiment shows that estimation error ($\varepsilon^t_i$) converges in $t^{th}$ iteration ($t > 10$) of the algorithm for each selective node ($s_i$) and the divergence will be almost a fixed value.
4 Using Semantic Annotator for Text Clustering and Classification

Feature generation for a piece of text is a “one-off” task, which can be applied to the indexing phase. The generated features are leveraged in different applications of natural language processing. The benefits of using conceptual features are evaluated in two specific applications: document clustering and classification. The main goal of the experiments of this section is presenting the benefits of using the Wikipedia concepts proposed by our method rather than words appearing in text [29,44] or latent features [28,7]. Therefore, experiments have been performed in the field of clustering and classification using standard corpora and algorithms [44].

The previous research [32] has shown that efficiency of a text classifier has direct relation to the selective features. Since the main goal of this paper is presenting a method to generate feature, explicit experimentation on feature selection techniques has been avoided as is outside the focus of the paper.

The knowledge of the proposed system comes entirely from the associative network (Section 3.1) and the semantic annotator algorithm (Section 3.2.2). A central claim of this paper is that conceptual features generated by the semantic annotator are not only more informative than words, but also wikifier’s concepts. Hence the bag of words and wikifier models are used as a baseline in the following experiments.

The generated features for a piece of text are a bag of Wikipedia concepts which are limited to the domain specific nouns. Furthermore, previous researches [13,22,19] emphasized on the importance of word features in the task of text classification. Therefore, word features are augmented using new conceptual generated features, so-called “Enriched BOW” in the following experiments. The result is an enriched feature vector which contains both words and concepts.
4.1 Test Collection

There are different corpora for evaluation of the text classification or clustering methods and each one of them has its own characteristics. In this section, it has been tried to select a set of the documents which have enough diversity in terms of length of document, type of document and number of classes. On this basis, experiments are conducted on a subset of OHSUMED (including specialized documents with short length), 20NewsGroups (including many training data with variable length) and Reuters (including general documents with variable length) collections [13,23]. Each corpus has different properties, topic domains and difficulty levels. The following datasets allow us to comprehensively evaluate the performance of the proposed approach. A brief description about these datasets is presented in the following:

1. **Reuters-21578**: It is the most often used general purpose dataset in the task of text classification. The original collection containing 11,367 manually labeled documents which is classified into 82 categories, with 9494 documents uniquely labeled. Two datasets are created from this corpus:
   (a) **Reuters-30**: For consistency with previous studies on this collection [19,23], categories with less than 15 documents or more than 200 documents are removed, leaving 30 categories comprising of 1,658 documents.
   (b) **Reuters-90**: Following another common practice [13,48], we used the ModApte split (9603 training and 3299 testing documents), and 90 categories with at least one training example and one testing example.

2. **Med100**: The original OHSUMED collection contains 348,566 medical documents that each document is labeled with an average of 13 MeSH categories (out of total 14,000). Furthermore, each document contains a title, and about two-thirds of them also contain an abstract. Following previous researches [19,23], we choose a subset of 18,302 single-label abstracts which are classified into 23 categories where each category contains from 56 to 2,876 abstracts.

3. **20NG**: This is a well-balanced collection contains 19,997 postings to 20 news groups, comprising 20 categories with about 1000 documents per each category. Following previous research [23], in order to understand whether topic separation impacts the performance of the proposed method, two datasets are created from this corpus [23]:
   (a) **NewsSim3**: This dataset contains closely related topics from 20NG collection ("comp.windows.x", "comp.graphics" and "comp.os.ms-windows.misc" categories). It is comprised of 3 closely related categories and 1000 documents per each category.
   (b) **NewsDiff3**: On the opposite of NewsSim3, NewsDiff3 contains three clearly separated categories ("sci.space", "alt.atheism" and "rec.sport.baseball") with similar statistics. Considering the subtle distinction between the topics that NewsSim3 contains, it must be more difficult than NewsDiff3 to be clustered or classified.
4.2 Experimental Setting

As baseline, the words appearing in the text have been used as feature in text classification and clustering applications. All terms in each document have been first extracted. Then, stop words and all terms which have appeared in the corpus for less than 5 times have been removed. Finally, the remaining terms have been returned to their main stems with Porter algorithm [29]. In the following, importance of the terms in each document has been determined using TFIDF weighing algorithm [29]. Ultimately, term-document matrix \((D)\) including documents and all terms appearing in them has been formed and values of this matrix have been normalized based on length of document [29]. This baseline execution is specified as “BOW” in our experiments.

To compare the proposed method with features generated using Latent Semantic Analysis [28,7], the produced term-document matrix \((D)\) has been transformed to a smaller matrix including \(k\) eigenvalue for each corpus with Singular Value Decomposition (SVD). \(k\) parameter controls combination of different terms for making latent features. For optimal estimation of \(k\) value in each dataset, 95% of total singular values have been used as the number of latent features (Default settings in WEKA [5]). This execution is specified as “LSA” in the following experiments.

It should be noted that reduction of dimensions of term-document matrix has acceptable results only in dealing with many documents. On this basis, this model is almost made based on an external-corpus like Wikipedia and then the generated transformation matrix is used for production of latent features from different documents [41]. In addition, more efficient latent features can be generated by training model on a specialized corpus relating to the test dataset (such as “OHSUMED” corpus for “Med100” dataset). Since wide range of corpora were employed, it was not possible to train each dataset according to its original corpus. It was preferred to leverage the entire test dataset (for example, all 18,302 documents in Med100 dataset) to build latent features which are known as a standard baseline of LSA in previous researches [28,7]. As a result, the obtained accuracy in some datasets would be lower than the expected limit. For example, whereas “Med100” dataset includes small set of short and specialized documents, accuracy of latent features in this dataset is lower than the other datasets including a large set of long and general documents.

At the beginning, conceptual features are generated for each document of the whole dataset. A converter has been developed to import these knowledge-based features into WEKA [5]; a freely available machine learning software. To focus our investigation on generating the features that represent the thematic content of a text rather than the clustering or classification method, two standard algorithms with default parameter setting were employed. Furthermore, we used \(\lambda = 0.2\), \(\varepsilon = 0.04\) and \(T = 10\); whose estimation were discussed in section 3.2.3.

Text classification has been performed using Support Vector Machine (SVM) classifier [40] which has implemented in LibSVM [6] package. SVM has been introduced in different papers as pioneering classifier for text classification problem [23, 40,44]. The effectiveness of SVM depends on the selection of kernel, the kernel’s pa-

---

4 This configuration leads to 790, 1394, 1555, 882 and 999 latent features for Reuters-30, Reuters-90, Med100, NewsSim3 and NewsDiff3 respectively.
rameters, and soft margin parameter $C$ [40]. A common choice in text classification is a simple linear kernel and a constant initial value (default=1) for the cost parameter $C$. LibSVM [6] leverages cross-validation to find the best value of the parameters and uses these values to train the whole training set. Accordingly, 10-fold cross-validation was performed, and paired $t$ test was used to assess the significance. The effectiveness of the proposed representation model is measured in terms of $F_1$ measure which is comprised of the classic IR notions of precision ($\pi$) and recall ($\rho$) [23, 40].

Clustering is performed using hierarchical agglomerative clustering with group-average-link [29] method over the entire datasets without using any part of them as training set. The effectiveness of a clustering algorithm is measured in terms of internal or external metrics [2]. Internal metrics assess the clusters against their own structural properties and used when there is no knowledge of the real clustering. On the other hand, external metrics refer to comparing a clustering solution to a true clustering and are used when a gold standard dataset is available. Among various external metrics of cluster validation, recent papers [23,22] leveraged Normalized Mutual Information (NMI). It is a comprehensive measure which reflects the true effectiveness of a clustering algorithm [29, 23, 22]. So, the effectiveness of the proposed representation model is measured in terms of goodness of fit with the existing categories in the dataset using the normalized mutual information measure [23,22]. For each dataset, the number of clusters are considered equal to the number of categories. Each cluster is labelled with the category that is the most frequent one in that cluster. Therefore, a text is correctly clustered if the cluster it is assigned to is labelled with the category it belongs to. Let $\Phi$ and $\Omega$ denote the set of clusters and categories, respectively. The NMI measure is defined as:

$$NMI(\Phi, \Omega) = \frac{I(\Phi; \Omega)}{\sqrt{H(\Phi) \cdot H(\Omega)}}$$  

(5)

where $I$ is the mutual information between the set of clusters and the set of categories and $H$ is the entropy [23].

### 4.3 Experimental Results

The effectiveness of the proposed approach in comparison to the baseline methods (bag of words and wikifier) and previous statistical [28] and knowledge-based [23] approaches are illustrated in Table 1. The different rows of the table correspond to various datasets, as defined in section 4.1. To our knowledge, the best result for these datasets has been reported by Huang et al. [23]. They proposed a supervised document similarity measure that assesses similarity at both the lexical and semantic levels, and learns from human judgments how to combine them by using machine-learning techniques.

As earlier studies found, most BOW features are indeed useful for SVM text classification [13]. On the other hand, Enriching the bag of words with new generated conceptual features achieves significant improvement on most corpora, especially Med100 dataset. As described in section 4.1, Med100 contains domain-specific
Table 1: The effect of feature generation in the task of text classification in comparison to previous knowledge-based [23] and statistical [28] methods.

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Previous Works</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BOW</td>
<td>Huang et al. [23]</td>
<td>LSI [28]</td>
</tr>
<tr>
<td>Reuters-30</td>
<td>0.902</td>
<td>0.924</td>
<td>0.309</td>
</tr>
<tr>
<td>Reuters-90</td>
<td>0.719</td>
<td>-</td>
<td>0.421</td>
</tr>
<tr>
<td>Med100</td>
<td>0.744</td>
<td>0.591</td>
<td>0.766</td>
</tr>
<tr>
<td>NewsSim3</td>
<td>0.960</td>
<td>0.833</td>
<td>0.955</td>
</tr>
<tr>
<td>NewsDiff3</td>
<td>0.999</td>
<td>0.976</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Fig. 5: Confusion matrix of SVM classifier over Med100 dataset. Horizontal axis represents the instances in a predicted class, while vertical axis represents the instances in an actual class.

documents which are perfectly covered by Wikipedia’s concepts. In order to show efficiency of the proposed approach, the empirical results obtained on Med100 dataset are presented in Figure 5 as a confusion matrix over individual classes. The diagonal of the confusion matrix represents the absolute accuracy of the corresponding class.

As mentioned earlier, NewsSim3 and NewsDiff3 contain a lot of training examples. Therefore, the effectiveness of bag of words is satisfactory. To investigate the impact of the conceptual features on these datasets, the proportion of training documents is varied from 5 to 95% in increments of 5%, and the remaining examples are used for testing. The results are illustrated in Figure 6. The important observation is that when the training set is small, the enriched feature space significantly outperforms the baseline bag of words. It must be noted that whereas obtaining labeled training data is often expensive in different applications, using small training set can have important effect in practice.

The use of the conceptual features does not lead to considerable improvement in comparison to the bag of word model in any of the two datasets Reuters-90 and
Fig. 6: Learning curves for different sizes of the training set over different datasets. The proportion of training examples is varied from 5 to 95 in the horizontal axis and the weighted F-measure is shown in the vertical axis. The remaining examples are used for testing.  and  indicate BOW and the enriched BOW respectively.

Reuters-30. On the other hand, the same method on Med100 dataset from the OHSUMED corpus considerably improves quality of classification. It is due to the type of the documents in Reuters-21578 corpus from which both datasets have been derived. The documents available in the Reuters-21578 corpus are almost long and general documents. On the contrary, documents of the OHSUMED corpus are short and contain specialized words in the field of medicine. These words almost have different forms and the set of their synonymous words is also very rich. Under these conditions, the words appearing in each document are not only enough for description of content of that document (due to short length of the documents) but also mismatch problem is inevitable when matching terms of different documents (due to specialized nature of terms and broad set of the synonymous words for each term). In other words, a set of the performed experiments concludes that the approach used in the proposed method (enriching bag of words model using concepts) leads to considerable improvement in efficiency of the classifier especially in dealing with short and specialized documents. It is compatible with the results obtained in the recent papers in the field of enriching bag of word model [48,10,21].
Table 2: The effect of feature generation in the task of text clustering in comparison with previous knowledge-based \[23\] and statistical \[28\] studies using hierarchical agglomerative clustering with group-average-link.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Previous Works</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BOW</td>
<td>Wikifier</td>
</tr>
<tr>
<td>Reuters-30</td>
<td>0.592</td>
<td>0.532</td>
</tr>
<tr>
<td>Med100</td>
<td>0.299</td>
<td>0.317</td>
</tr>
<tr>
<td>NewsSim3</td>
<td>0.067</td>
<td>0.041</td>
</tr>
<tr>
<td>NewsDiff3</td>
<td>0.509</td>
<td>0.389</td>
</tr>
</tbody>
</table>

The results of the clustering algorithm in comparison to the previous statistical \[28\] and knowledge-based \[23\] approaches are presented in Table 2. Noteworthy, word features provide useful information in general-purpose datasets (“Reuters-30”, “NewsSim3” and “NewsDiff3”), while wikifier \[31\] is dominant in the domain-specific dataset (“Med100”). Furthermore, knowledge-based features significantly improve the prediction accuracy, especially when evaluating on hard datasets (“Med100” and “NewsSim3”) where clearly separated features are required.

4.4 Discussion

In this section, the applicability of the proposed method is demonstrated in the task of conceptual feature generation using a sample document and then the advantages and disadvantages of the proposed method are discussed comprehensively. Whereas, using words as features (bag of words) is a well-known classic representation of text documents, this representation was employed as a baseline of our experiments (so-called “BOW” in Table 1 and Table 2). For example, consider the following sample document from OHSUMED collection:

“Maternal hemodynamics in normal and preeclamptic pregnancies: a longitudinal study Preeclampsia is a disease unique to pregnancy that contributes substantially to maternal and fetal morbidity and mortality. The condition has been thought to be one of hypoperfusion in which increased vascular resistance characterizes the associated hypertension. This study was designed to test an alternative hypothesis, that preeclampsia is characterized by high cardiac output. In a blinded longitudinal study of nulliparas with uncomplicated pregnancies, cardiac output was measured serially by Doppler technique. Cardiac output was elevated throughout pregnancy in patients who became preeclamptic (P = .006). Six weeks postpartum, the hypertension of the preeclamptic subjects had resolved but cardiac output remained elevated (P = .001) and peripheral resistance remained lower than in the normotensive subjects (P = .001). This study demonstrates that preeclampsia is not a disease of systemic hypoperfusion and challenges most current models of the disease based on that assumption.”
As described in section 4.2, after removing stop words and all words which have appeared in the corpus for less than 5 times, the remaining words have been returned to their main stems. Table 3 shows the most important features in the corresponding feature vector using bag of words representation model. The above sample document is about the impact of cardiac output on pre-eclampsia and belongs to “Female Diseases and Pregnancy Complications” class. As it is clear, by using words as features, the predicted class is “Cardiovascular Diseases”. The outcome is predictable because it contains features such as “vasc1” and “cardiac”, which are very important features in “Cardiovascular Diseases” class. On the other hand, in the field of conceptual feature generation, new emerging conceptual features which represent the topical semantic of the input document are desirable. In the following, it is demonstrated how the above sample document is represented using the proposed semantic annotator.

As presented in Figure 1 in section 3, in order to use the concept network for feature generation, the first issue is mapping each text document to a set of concepts in the network. wikifier [31] was employed for mapping text fragments to their corresponding concepts in the network. The most important concepts extracted by the wikifier algorithm [31] is shown in Table 4 with the corresponding weights. These concepts called “seed concepts” shown as $S$ in Algorithm 1. Although it is possible to represent each document with seed concepts (“Wikifier” column in Table 1 and Table 2), semantic annotator (Algorithm 1) tried to extend the topical semantics of the initial seed concepts by finding new emergent concepts describing the gist of the document. Algorithm 1 gets the seed concepts ($S$) and ranks all concepts in the conceptual network ($G$) according to their relevance to the initial seed concepts.

The generated features using semantic annotator for the above sample document are presented in Table 4. New emerging features (such as: “Obstetrics”) completely represent the context of the input text and have great impact on learning a classifier. Whereas these features do not exist in the document, wikifier is unable to detect them. On the other hand, semantic annotator (Algorithm 1) gets the initial seed concepts ($S$) and generates new emerging concepts with the aid of the underlying conceptual network ($G$).

The nature of the features generated by the proposed algorithm is completely different with word features. Whereas features are Wikipedia concepts, the generated features are highly limited to the domain specific nouns. On the other hand, word features cover a broad range of nouns, verbs and adjectives. Previous researches [13,22,19] emphasized on the importance of word features in the task of text classification.
Table 4: Top conceptual features generated by the proposed semantic annotator using Algorithm 1. Each feature corresponds to a Wikipedia article. Seed concepts are shown with ✓ notation.

<table>
<thead>
<tr>
<th>Conceptual Features</th>
<th>Disease</th>
<th>Circulatory System</th>
<th>Obstetrics</th>
<th>Pregnancy</th>
<th>Hypertension</th>
<th>Pre-eclampsia</th>
<th>Cardiac output</th>
<th>Shock (medical)</th>
<th>Death</th>
<th>Childbirth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>1.0</td>
<td>0.63</td>
<td>0.57</td>
<td>0.40</td>
<td>0.37</td>
<td>0.31</td>
<td>0.25</td>
<td>0.21</td>
<td>0.13</td>
<td>0.08</td>
</tr>
<tr>
<td>Seed concepts</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

and clustering. Therefore, word features (Table 3) are enriched with new conceptual features (Table 4), so-called “Enriched BOW” in our experiments (Table 1 and Table 2). The result is a feature vector containing both word and conceptual features. It should be noted that word features have been normalized before the augmentation of conceptual features.

The features generated by wikifier [31] or LSA [28] made of explicit words in the document. Therefore, they have become redundant when augmenting these features with words explicitly presented in the document (BOW features). Wikifier features presented in Table 4 have a corresponding word in the document. For example, the corresponding word for “Disease” feature is “disease” word presented frequently in the input text. It is clear that adding these features is not informative in the representation of the input text.

On the other hand, the proposed conceptual features are Wikipedia concepts, which have a topical similarity with the words presented in the document. For example, consider again the generated features presented in Table 4. As mentioned before, new emerging features (such as: “Obstetrics”) completely represent the context of the input text. This emerging feature does not have a corresponding word in the document. Therefore, combining the words presented in the document with these new emerging conceptual features is a promising approach to better represent the input document. Table 5 shows the result of enriching bag of words representation model with wikifier [31], LSA [28] and the proposed feature generation method in the tasks of document classification and clustering using Med100 dataset. Other datasets produced nearly the same result.

Learning curve for different sizes of the training set over Med100 dataset has been presented in Figure 7. The proportion of training examples is varied from 5 to 95 in the horizontal axis and the weighted F-measure is shown in the vertical axis. The remaining examples are used for testing. It is clear that combining new generated features of LSA [28] or wikifier [31] to bag of words representation model does not contribute to the classifier accuracy. On the other hand, combining the proposed conceptual features to bag of words representation model, significantly improve the performance. Other datasets produced nearly the same result.
Table 5: Enriching bag of words representation model ("BOW") with wikifier [31] ("BOW+Wikifier"), LSA [28] ("BOW+LSA") and the proposed feature generation method ("Enriched BOW") in the tasks of document classification and clustering using Med100 dataset.

<table>
<thead>
<tr>
<th></th>
<th>Classification</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pi$</td>
<td>$\rho$</td>
</tr>
<tr>
<td>BOW</td>
<td>0.866</td>
<td>0.680</td>
</tr>
<tr>
<td>BOW+Wikifier</td>
<td>0.852</td>
<td>0.680</td>
</tr>
<tr>
<td>BOW+LSA</td>
<td>0.866</td>
<td>0.680</td>
</tr>
<tr>
<td>Enriched BOW</td>
<td>0.945</td>
<td>0.970</td>
</tr>
</tbody>
</table>

Fig. 7: Learning curve for different sizes of the training set (horizontal axis) over Med100 dataset. The remaining examples are used for testing. and indicate BOW, BOW+Wikifier, BOW+LSA and the proposed enriched BOW respectively.

5 Conclusion and Future Work

Conceptual feature generation for textual information is a fundamental issue in the field of natural language processing and concept-based information retrieval. In this paper, a knowledge-based feature generator for textual information is proposed. It leverages a hyperlinked encyclopedia (such as Wikipedia in our experiments) as a valuable source of common-sense knowledge. In addition, the semantic annotator embedded in the proposed model is responsible for enriching the input text. This model leads to concepts which cannot be deduced from the input text alone. Consequently, the proposed model outperforms the conventional bag of words [27] as well as statistical latent representation models [28]. Experimental results confirmed
the significance of the presented model in two fundamental tasks of natural language processing especially in dealing with short and specialized documents.

Over the last decades, the explosion of applications in the field of social media, search engine advertising and instant messaging introduced a new challenging scenario where texts are very short and poorly written [38, 10]. Whereas these texts do not provide enough word co-occurrence or shared context, the performance of models based on word features becomes quite limited in this new scenario. Our experiments revealed that using the proposed enriched bag of words representation model is promising in these new challenging applications.

On the other hand, the proposed approach is applicable to many NLP tasks whose input is textual information and the output is a decision based on its context. Text summarization, information retrieval and query understanding [20] are promising applications. Furthermore, employing Wikipedia as background knowledge is a great potential of the proposed model which facilitates future applications. For example, according to the Wikipedia writing rules [30], the first sentence of each article concisely describes the content of the corresponding article. It is used as a textual definition which can be leveraged in automatic summarization and glossary building. Furthermore, Wikipedia has been admired for its coverage of name entities and specialized concepts, while it has been criticized for lack of coverage for general terms [15, 18]. Leveraging recent hybrid multilingual knowledge sources [35, 34] can be beneficial and improve the overall effectiveness of the proposed system.

Although enriching the bag of words with conceptual features is a prominent approach, increasing the dimensionality is inevitable. “Curse of dimensionality” is a core problem in the task of clustering and classification. We believe that the most interesting benefit of the proposed conceptual annotator is the structured knowledge attached to the input text document. By employing the links between the conceptual features [26, 29], it is possible to cluster relevant or redundant features and provide more informative feature space.
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