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Link prediction is a social network research area that tries to predict future links using network structure. The main approaches in this area are based on predicting future links using network structure at a specific period, without considering the links behavior through different periods. For example, a common traditional approach in link prediction calculates a chosen similarity metric for each non-connected link and outputs the links with higher similarity scores as the prediction result. In this paper, we propose a new link prediction method based on temporal similarity metrics and Continuous Action set Learning Automata (CALA). The proposed method takes advantage of using different similarity metrics as well as different time periods. In the proposed algorithm, we try to model the link prediction problem as a noisy optimization problem and use a team of CALAs to solve the noisy optimization problem. CALA is a reinforcement based optimization tool which tries to learn the optimal behavior from the environment feedbacks. To determine the importance of different periods and similarity metrics on the prediction result, we define a coefficient for each of different periods and similarity metrics and use a CALA for each coefficient. Each CALA tries to learn the true value of the corresponding coefficient. Final link prediction is obtained from a combination of different similarity metrics in different times based on the obtained coefficients. The link prediction results reported here show satisfactory of the proposed method for some social network data sets.
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I. INTRODUCTION

Nowadays people and organizations could communicate more efficiently using social networks. Social network can be visualized as graphs, where the nodes correspond to persons and the edges represent some form of communications between the corresponding persons [1][2]. Since this kind of network is generally complex and highly dynamic, it is really important to understand its behavior along time [1] [3]. Social Network Analysis (SNA) is a research area that tries to study the dynamics of the network structure [3]. In this paper, our goal is to use dynamics of the network to predict what communications are most likely to be formed in the future. This problem is a well-known problem in SNA area that is called link prediction problem [1].

To deal link prediction problem, there is several approaches [4]: the most common approach is based on applying topological similarity metrics to non existence links at time $t$ to determine if a link will appear at a time $t'$ ($t' > t$). Such methods generate scores for each link and use the scores to perform prediction task either by an unsupervised or a supervised technique. There are many similarity metrics include local similarity metrics: Common Neighbors [5], Salton Index [6], Jaccard Index [7], Hub Depressed Index [8], Hub Promoted Index [9], Leicht-Holme Newman Index (LHN1) [9], Preferential Attachment Index [10], Adamic-Adar Index [11] and Resource Allocation Index [12], global similarity metrics: Katz Index [13], Leicht-Holme-Newman Index (LHN2) [9], Matrix Forest Index (MFI) [14] and Quasi local metrics that do not require global topological information but use more information than local indices: Local Path Index [15], Local Random Walk [16], Superposed Random Walk [16], Average Commute Time [17], Cos+ [18], random walk with restart [19], SimRank [20], Resource Allocation index and Local Path index [15].

The main problem of traditional methods for link prediction is that they cannot explore the network evolution, because they only consider the current network structure without considering the links occurrence time. On the other hand the different similarity metrics have shown different performance on different social networks. Our work tries to overcome these limitations by using CALA to determine the coefficients of different times and similarity metrics. The intuition of the proposed approach is that the final prediction depends on the past similarity scores but this dependency is not uniform between different times and different similarity metrics and it can be differently influenced by difference coefficients. In
other words we do link prediction by exploring how different topological metrics in different periods influence in the final similarity score.

Continuous Action set Learning Automata (CALA) is an adaptive decision making unit with real-valued actions that tries to learn the optimal action from a set of allowable actions by interacting with a random environment [21]. In each step, it selects an action from its action-set. The action selection in CALA is based on a probability distribution over the action set. The selected action is applied to the environment and then a reinforcement signal is produced by the environment. CALA updates the probability distribution of its actions according to both reinforcement signal and a learning algorithm and again chooses an action. These steps are repeated until CALA converges to some action.

In the proposed method, in order to accomplish link prediction in time $t+1$, the link prediction problem is modeled as a noisy optimization problem by considering one coefficient for each of similarity metrics and time periods. The goal of optimization problem is to determine the coefficients of the different similarity metrics as well as the coefficients of different past times such that the overall error of the prediction task is minimized. This noisy problem is solved by a team of CALA: one CALA for each coefficient. Each CALA tries to learn the true value of the corresponding coefficient. Final link prediction is done using the scores that is calculated from the past similarity scores with considering times and similarity metrics coefficients. In order to evaluate the result of the proposed approach, we conducted some experiments and compared our results with the ones achieved by other link prediction approaches. In general, the experiments showed that our approach performs better than other strategies.

The rest of the paper is organized as follows. Section II introduces the time series link prediction problem and its literature review. The learning automata and continuous action set learning automata are described in the section III. Section IV introduces the proposed link prediction method based on CALA. Section V presents the experimental study for some social network data sets. Section VI summarizes the main conclusion and discusses the future directions of our research.

II. TIME SERIES LINK PREDICTION METHODS
In this section we first introduce the time series link prediction problem and then review the related works in this area.

a. Problem Formulation
As it defined in [22], the time-series link prediction problem is formally introduced as follows: Let $V$ be the list of nodes, $V=\{1, 2, ..., N\}$. A graph series is a list of graphs $\{G_1, G_2, ..., G_T\}$ corresponding to a list of adjacency matrices $(M_1, M_2, ..., M_T)$. Each $M_t$ is an $N \times N$ matrix with each element $M_{t(i,j)}$ corresponds to edge $E_{t(i,j)}$ in $G_t$. The value of $M_{t(i,j)}$ is from the set $\{0, 1\}$ and it is the indicator of existence or not existence of the edge $(i,j)$ during the period $t$. Then in the time series link prediction, we try to predict the occurrence or not occurrence of the links in time $T+1$ using previous times $M_1, M_2, ..., M_T$.

a. Related Works
In the following sub section we review the recent time series link prediction methods:
Reference [23] has proposed a method for time-aware link prediction. They proposed an extension of the local probabilistic model that is introduced in [24] by using temporal information. Their proposed method used the link existence and the time of existence to generate a probabilistic model for link prediction. An empirical evaluation of technique was performed over two collaboration networks and they showed that link time occurrence can be considered as a main feature in the prediction result.

The authors of [25] have formulated the link prediction problem as a periodic temporal link prediction and studied that if the data has underlying periodic. In the proposed method they have introduced two matrix and tensor-based methods for predicting future links and summarized the data of multi time periods into a single matrix using a weight-based method. Then they have used a CANDECOMP/PARAFAC tensor decomposition to illustrate the usefulness of using natural three-dimensional structure of temporal link data and showed the superiority of their method on some bibliometric social networks.

Authors [26] have proposed a method called cross temporal link prediction which tries to predict the links in different time frames. Their method is an extension of the dimension reduction method that is proposed in [27]. It uses node attributes to predict the like occurrence of two nodes by including time stamp in prediction task. They first try to study the repeated link prediction problem. Second to predict unobserved links, the authors have proposed a cross-temporal locality preserving projection (CT-LPP) method in which data in different time frames is modeled by using low-dimensional latent feature space. Finally they have evaluated the cross temporal link prediction to show the accuracy improvement of the proposed method.
series data. The final prediction is calculated based on a combination of forecasting result in addition to a chosen similarity method. Their method only uses the link occurrence of different time to make a prediction. Their result showed that the proposed methods achieved a good performance comparing to methods that use time-series models or similarity methods alone.

The authors of [29], have proposed a data mining process which addresses a particular formulation of the link prediction problem for dynamic networks, called Interaction Prediction. Their approach predicts future interactions by combining dynamic social networks analysis, time series forecast, feature selection such as similarity metrics and network community structure. The proposed method focuses on the links within the communities. Their experiments on real world interaction networks show that the proposed approach achieves encouraging results both in case of balanced and unbalanced class distribution.

The authors of [30] have provided an approach for predicting future links by applying the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) to optimize weights which are used in a linear combination of sixteen neighborhood and node similarity indices. They have examined a large dynamic social network with over $10^6$ nodes. Their method exhibits fast convergence and high levels of precision for the top twenty predicted links.

In [31], a novel method called Multivariate Time Series Link Prediction, for link prediction in evolving networks that integrates (1) temporal evolution of the network; (2) node similarities, and (3) node connectivity information is proposed. This method uses existing connections and a calculated similarity metric for each time. Finally they compare different similarity metrics in their experiments.

In [32], a weighted approach for modeling the occurrence of time is used to generate a different similarity metric. Finally, in [33] a fuzzy concept is introduced to model the uncertainty, and a similarity metric is used to build a fuzzy relation model among individuals in the social network.

Based on our research in the time series link prediction methods, the link prediction approaches that consider the time of link occurrence are classified in two groups:

1. Using link occurrence of different times to model the link prediction problem.
2. Using similarity metrics in different times to model the link prediction problem.

Also, based on used methodology to forecast future links, the time-based link prediction algorithms can be categorized in three categories:

1. Using mathematical prediction models such as ARIM, VAR, … to model the link prediction problem.
2. Using graph summarization methods such as using decay factor.

3. Using Probabilistic models to generate a time-based probabilistic model such as Dynamic Bayesian Network, Maximum Entropy, ….

In most of mentioned methods, only one similarity metric or only the links occurrence is used to generate prediction model over time. In [30] and [34] there is two approaches that consider different similarity metrics: in [30] for each different similarity metric a weight is calculated by CMA-ES algorithms without considering different times; also in [34] a dynamic Bayesian network is used to model the dependence tree between different similarity metrics over time. Based on our research there is no recent link prediction algorithm that considers different similarity metrics in addition to links occurrence over time concurrently. In this paper we try to model the time series link prediction problem as a stochastic problem by considering different similarity metrics and link occurrence over time, concurrently.

### III. LEARNING AUTOMATA

#### a. Continuous Action set Learning Automata

Learning automata (LA) are a type of decision making units that try to learn the optimal action from the set of possible actions by interaction with an unknown stochastic environment [35] [36]. In each iteration, the LA selects an action from its action probability distribution and sends it to the random environment [37][38][39]. The random environment evaluates the selected action and generates a stochastic response to the LA. This stochastic response is called reinforcement signal. Then the LA updates its action probability distribution using the reinforcement signal and a learning algorithm. This tool has many applications in different areas such as optimization tasks[21] [40], capacity assignment problems[41][42][43], graph problems [44] [45][46], artificial intelligence [47] [48][49], social area [50] [51] [52] and other applications[53] [54] [55] [56].

In learning automata the environment can be described by a triple $E = (\alpha, \beta, c)$ where $\alpha = \{\alpha_1, \alpha_2, ..., \alpha_r\}$ denotes the finite set of possible actions for each learning automata, $\beta = \{\beta_1, \beta_2, ..., \beta_m\}$ represents the set of values that can be taken by the reinforcement signal, and $c = \{c_1, c_2, ..., c_r\}$ represents the set of penalty probabilities, where $c_i$ is associated with the given action $\alpha_i$. Based on the penalty probabilities of the environment are constant or varied with time, the random environment is called stationary environment and non-stationary environment, respectively.

Also the random environment based on its possible values could be classified into three classes: $P$, $Q$, and $S$-model environments. The reinforcement signal in $P$-model environments has only two values $\{0, 1\}$ while in $Q$-model is bounded in the interval $[0,1]$ and in $S$-model environments it is generated from a continuous random variable.
The LA based on its possible actions can be partitioned into two main classes: FALA and CALA [35]. In FALA, the action set is finite and the action probability distribution of a FALA with \( r \) actions is defined by an \( r \)-dimensional probability distribution. In contrast, in CALA the possible actions is a set of real values and CALA use a probability distribution function to display its actions probability. The relationship between the learning automaton and its random environment has been shown in Fig. 1. In the following section, we introduce the CALA that is used in this paper:
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**Fig. 1.** The relationship between a learning automaton and its random environment

In [21], a CALA is given, in which the action probability distribution at instant \( n \) is a normal distribution with mean \( \mu_n \) and standard deviation \( \sigma_n \). At each instant, the CALA choose an action according to its probability distribution function and updates its action probability distribution using the reinforcement signal that is generated from the environment by updating \( \mu_n \) and \( \sigma_n \). Since CALA has no knowledge of the reinforcement signal \( \beta(\cdot) \), the objective of automaton is to identify the optimal action, which results in the minimum value of \( \beta(\cdot) \). This is achieved by the learning algorithm that updates the action probability distribution using the reinforcement signal that is sent from the random environment. The general learning algorithm of CALA is described as follows:

Consider a function \( f: \mathbb{R} \rightarrow \mathbb{R} \), such that only noisy values of \( f(\alpha) \) are available for measurement of any \( \alpha \). Noisy values also correspond to \( \beta(\alpha) \) and we have \( f(\alpha) = [\beta(\alpha)|\alpha] \). Hence the optimal action of the CALA is an \( \alpha \) that minimizes \( f(\alpha) \) and \( [\beta(\alpha)|\alpha] \). To do this at instance \( k \), the CALA chooses action \( \alpha_k \) according to the normal distribution \( N(\mu_k, \sigma_k) \). Then the CALA obtains two responses from the environment for two action \( \mu_k \) and \( \sigma_k \). Let these reinforcement signals be \( \beta_{\mu_k}, \beta_{\sigma_k} \), respectively. Then \( \mu_k \) and \( \sigma_k \) are updated according to the following equations:

\[
\mu_{k+1} = \mu_k + \lambda \beta_{\mu_k} - \mu_k \frac{\alpha_k - \mu_k}{\phi(\sigma_k)} \phi(\sigma_k) \tag{1}
\]

\[
\sigma_{k+1} = \sigma_k + \lambda \beta_{\sigma_k} - \sigma_k \left[ \frac{\alpha_k - \mu_k}{\phi(\sigma_k)} - 1 \right] + \lambda K(\sigma_k - \sigma_L) \tag{2}
\]

where

\[
\phi(\sigma) = \begin{cases} 
\sigma_L & \text{for } \sigma \leq \sigma_L \\
\sigma & \text{for } \sigma > \sigma_L > 0 
\end{cases}
\]

and \( \lambda \) is the learning parameter for controlling step size \( 0 < \lambda < 1 \), \( K \) is a large positive constant and \( \sigma_L \) is the lower bound on \( \sigma \). The iteration continue until \( \mu_k \) does not change appreciably and \( \sigma_k \) is close to \( \sigma_L \).

The idea behind the updating rule given by (1) and (2) is as following: If \( \sigma_k \) get ‘better’ response from the environment, then \( \mu_k \) move towards \( \alpha_k \). Otherwise it is moved away from \( \alpha_k \). For updating \( \sigma_k \), whenever an action \( \alpha_k \) is away from \( \mu_k \) by more than one standard deviation and it improves the reinforcement signal or when the action selection within one standard deviation from the current mean is worse, we increase the variance; otherwise we decrease it.

IV. THE PROPOSED TIME SERIES LINK PREDICTION APPROACH

This section proposes a new time series link prediction based on CALA (CALA-LP) which uses temporal data of similarity metrics for prediction task. The proposed algorithm formulates the link prediction problem as a noisy optimization problem. The goal of optimization problem is to define a new score that is a combination of different similarity metrics in different time periods such that the overall error of prediction task is minimized. To solve the noisy optimization problem we use the optimization tool CALA. In the following sections we first formulate our problem as a noisy optimization problem. Second we introduce the proposed CALA to solve the optimization problem in detail and study its convergence. Third we review the similarity metrics that we use in the proposed method. Finally we describe the procedure to predict links in time \( T+1 \).

a. The Problem Formulation

In the proposed algorithm, matrix \( X(t_i \times n_s) \) is the similarity matrix of time \( t \), where \( n_i \) and \( n_s \) are the number of links and the number of used similarity metrics, respectively. Each row of \( X_i \), \( X_i(1 \times n_s) = \{x_{i1}, x_{i2}, \ldots, x_{in_s}\} \), displays the feature vector of link \( i \), where each feature corresponds to the score of some similarity metric. Now, we formulate the link prediction problem as the following noisy optimization problem:

\[
\text{maximize} \left( \sum_{t=1}^{T} \gamma^{T-t+1} ||A_t(X_tW - \theta_t)||_2 + \delta ||A_{T+1}(X_{T+1}W - \theta_{T+1})||_2 \right) \tag{4}
\]

\[
0 < \gamma \leq 1
\]

Or equivalently
The link exists in time $t$ \( A_t(i) = \begin{cases} 1 & \text{The link exists in time } t \\ -1 & \text{otherwise} \end{cases} \) (6)

and $\Lambda_{t+1}(n_t \times 1)$ is the indicator matrix of size $T+1$. Because we don’t know the true real value of matrix $\Lambda_{t+1}$, this matrix is generated as a random matrix consisting $\{-1, 1\}$ and this matrix can be viewed as the noise parameter in equations (4) and (5).

The goal of the proposed method is to find the following parameters:

1) A weight matrix $W$ in size $(1 \times n_t)$ with one weight for each similarity metric to determine the importance of the corresponding similarity metric.

2) A time decay factor $\gamma$ such that maximizing the equation $\|A_t(X_t W - \theta_t)\|_2$ in the times that are near to $T+1$ can be more important than to the times that are far from $T+1$.

3) A threshold $\theta_t$ for each time $t$ such that the higher values than $\theta_t$ are considered as connected pairs and the values lower than $\theta_t$ are considered as non-connected pairs.

4) A regularization term $\delta$ to balance the two main parts of the problem.

In other words, the proposed method tries to find weight $W$, a decay factor $\gamma$, and threshold $\theta_t$ such that $\gamma^{T+1-t}(\theta_t - x_t(i)W)$ be maximized for each non-connected pair and $\gamma^{T+1-t}(x_t(i)W - \theta_t)$ be maximized for each connected pair.

Thus we modeled the link prediction problem as a noisy optimization problem and this optimization problem can be solved using CALA optimization tool that is described in the next sub section.

b. The Proposed Continuous Action set Learning Automata

This section first describes the proposed learning automata and then studies its convergence:

i. Proposed Learning Automata

This sub section presents the proposed learning automata to optimize the link prediction problem that is modeled in the previous phase. In the proposed method there is a CALA for each of variables that must be determined. So, we have a set of $n_{LA} = (n_\theta + n_\omega + 1)$ CALA that is defined as a set $\langle LA_\theta, LA_W, LA_\gamma, LA_\delta \rangle$ where $LA_\theta$ is the set of $n_\theta$ CALAs, one CALA for each threshold $\theta_t$, $LA_W$ is the set of $n_\omega$ CALAs, one CALA for determining the weight of each similarity metric, and $LA_\gamma$ and $LA_\delta$ are two CALAs to determine the value of parameters $\gamma$ and $\delta$, respectively. Also to generate a reinforcement signal based on the CALAs' chosen actions, we define a common reinforcement function $\beta(\theta, W, \gamma, \delta)$ as the following equation:

\[
\beta(\theta, W, \gamma, \delta) = -\left( \sum_{t=1}^{T} \gamma^{T-t+1} \|A_t(X_t W - \theta_t)\|_2 \right) + \delta \|\Lambda_{T+1}(X_{T+1} W - \theta_{T+1})\|_2
\]

As we saw in the above equation, the reinforcement signal $\beta(\theta, W, \gamma, \delta)$ is the same optimization problem in equation (4) for parameters $(\theta, W, \gamma, \delta)$ such that the lower values for $\beta(\theta, W, \gamma, \delta)$ are more valuable than the higher values of $\beta(\theta, W, \gamma, \delta)$. Now, to solve the mentioned optimization problem, we follow the following procedure:

At each instance $k$ in the proposed method, each $LA_j (1 \leq j \leq n_{LA})$ chooses an action $\alpha_k(j)$ according to its normal distribution, $N(\mu_k(j), \sigma_k(j))$, and we generate two common reinforcement signals $\beta_{\mu_k}$ and $\beta_{\sigma_k}$ as the following equations:

\[
\beta_{\mu_k} = \beta(\mu_{\theta_k}, \mu_{W_k}, \mu_{\gamma_k}, \mu_{\delta_k}), \\
\beta_{\sigma_k} = \beta(\alpha_{\theta_k}, \alpha_{W_k}, \alpha_{\gamma_k}, \alpha_{\delta_k})
\]

Then each $LA_j$ updates its $\mu_k(j)$ and $\sigma_k(j)$ based on the $\beta_{\mu_k}$ and $\beta_{\sigma_k}$ according to equations (1) and (2). In other words, in each iteration, all CALAs choose their actions; these actions are evaluated to generate reinforcement signals; then the normal distribution parameters of each CALA are updated based on the generated reinforcement signals. This procedure repeats until the value of each CALA converges to some value.

ii. Analysis

This sub section analyzes the proposed CALA using some game theory concepts. In game theory a game is defined by a triple set $\langle I, A, F \rangle$ where $I$ is the number of players, and $A=\{A_{t_1}, A_{t_2}, ..., A_t\}$ is the information and actions available to each player at each decision point, and the function $F=\{F^1(\alpha), F^2(\alpha), ..., F^I(\alpha)\}$ is the set of payoff functions for each outcome $\alpha=\{\alpha_1, \alpha_2, ..., \alpha_t\}$ where $\alpha_t$ is the selected
action of player i. The players only receive the payoff signals and they have no knowledge about the payoff functions.

**Definition 1.** We say that profile \( \alpha^* = (\alpha_1^*, \alpha_2^*, \ldots, \alpha_N^*) \) is an optimal point of the game if for each i, \( 1 \leq i \leq N \) and each profile \( \alpha' \) we have

\[
F^i(\alpha^*) \geq F^i(\alpha')
\]

(9)

In other words \( \alpha^* \) is a local maximum of \( F^i \) and also is the Nash equilibrium of the game [57].

**Definition 2.** The common payoff game is a special case of the game such that \( F^i(.) = F(.) \) for all i. In other words in common payoff games all players get the same payoff. Now \( \alpha^* \) will be an optimal point if

\[
F(\alpha^*) \geq F(\alpha') \quad \forall (\alpha') \in N(\alpha^*),
\]

(10)

where

\[
N(\alpha^*) = \{(\alpha) \in D : \alpha, \alpha^* \text{ differs in only one component}\},
\]

and \( D \equiv \prod_{k=1}^{I=1} A_k \) such that each element of \( D \) is a tuple of action choices by all \( I \) players [57].

Now we use these definitions to analyze the proposed CALAs:

**Lemma 1.** The proposed team of CALAs in this paper can be considered as a common payoff game.

**Proof.** It can be seen easily that the proposed team of CALAs is a common payoff game where each CALA is a player, and the action space of each player is the set of possible actions for the corresponding CALA. Also, like in common payoff games after choosing actions by all CALAs, all of them get a common payoff and so a common reinforcement signal.

**Theorem 1.** Consider the common payoff game of CALA where all the automata use the updating rule given by equations (1) and (2). Based on [57], if the learning step-size (\( \lambda \)) is sufficiently small then the CALA team converges to a local maximum point and hence the Nash equilibrium of the corresponding game.

c. **Similarity Metrics**

This sub section briefly presents the seven commonly similarity measures that we use as the feature values in proposed method:

1) **Common Neighborhood** [58]: In this measure, two nodes x and y are more likely to have a link if they have many common neighbors. This score is defined as

\[
CN(x, y) = |\Gamma(x) \cap \Gamma(y)|
\]

(12)

where \( \Gamma(x) \) denotes neighbors of node x.

2) **Salton:** This score is defined as

\[
Salton(x, y) = \frac{|\Gamma(x) \cap \Gamma(y)|}{\sqrt{|\Gamma(x) \times |\Gamma(y)|}}
\]

(13)

3) **Jaccard Index** [6]: This index was proposed by Jaccard and it is defined as:

\[
Jaccard(x, y) = \frac{|\Gamma(x) \cap \Gamma(y)|}{|\Gamma(x) \cup \Gamma(y)|}
\]

(14)

4) **Preferential Attachment (PA)** [10][59]: The preferential attachment (PA) algorithm is based on the preferential attachment phenomena rule [5] that is discovered in a variety of social networks. In this method the link score is set to be the product of the degrees of the involved nodes and it is defined as follows:

\[
PA(x, y) = |\Gamma(x)| \times |\Gamma(y)|
\]

(15)

5) **Adamic-Adar Index (AA)** [11]: This index is an extension of common neighborhood method such that the less-connected neighbors have more weight and it is defined as:

\[
AA(x, y) = \sum_{\tilde{e} \in \Gamma(x) \cap \Gamma(y)} \frac{1}{\log(|\Gamma(x)|)}
\]

(16)

6) **Katz Index:** In this metric a similarity is defined as the sum of number of paths with different lengths such that shorter paths have more weights. It is defined as the following equation:

\[
Katz(x, y) = \sum_{l=1}^{\infty} \beta^l \cdot |Path(x,y) < l>|
\]

Where \( |Path(x,y) < l| \) is the number of paths between x and y with length l. It is also shown that the Katz metric can be calculated based on the following equation:

\[
Katz = (I - \beta A)^{-1} - I
\]

(18)

7) **LP Index:** This index is a restricted version of Katz metric such that only paths in length 1 and 2 is considered. This metric has a lower computational complexity in comparison to Katz and it is defined as the following:

\[
LP Index(x,y) = A^2 + \epsilon A^3
\]

(19)

For more information about other similarity metrics please refer to Liben-Nowell and Kleinberg [4].

d. **Prediction Phase**

After all CALAs converge to some value, to generate the final prediction of the proposed algorithm we calculate the score of each test link i based on the following equation:

\[
Score(i) = \sum_{t=1}^{T+1} y^{T-t+1}(x_{t}(i)W_t(i) - \theta_t),
\]

(20)

and use this score to predict links in time T+1.

V. **EXPERIMENT RESULTS**

In order to evaluate the performance of the proposed algorithm, some computer experiments have been conducted and the performance of the proposed algorithm has been compared in term of performance and accuracy. In these
experiments, we use the quality of solutions, computation time, and convergence rate of the proposed algorithm as the performance criteria. In the rest of this section, we will first give the data set and evaluation metrics we used in our experiment and then give a set of two experiments. In the first experiment, the performance of the proposed algorithm is compared with the performance of some link prediction algorithms and in the second experiment, the computation time and convergence rate of the CALA-LP are computed and reported respectively.

a. Data Set

In this section, the social networks data used in our experiments are described. For the experiments developed in this work, we consider the following two groups of networks:

1) Co-authorship Networks: A type of social network where the nodes represent the authors and two authors are connected if they have collaborated in a paper. Collaboration network is widely used to understand the topology and dynamics of complex networks. In this paper we have adopted three co-authorship networks from three sections of Arxiv\(^1\) and extracted data from the years 1993 to 2003 for all these data sets. The first network is composed by authors that collaborated in theoretical high energy physics\(^2\) (hep-th). The second one is formed by authors who published papers in the high energy physics\(^3\) (hep-ph) and the third one is sampled from collaboration in the Astro Physics\(^4\) (Astro-ph). In these data sets if an author i co-authored a paper with author j, the graph contains an undirected edge from i to j. If the paper is co-authored by k authors this generates a completely connected (sub) graph on k nodes.  
2) Email Communication Networks: A type of social network where the nodes of the network are email addresses and if an address i sent at least one email to address j, the graph contains an undirected edge from i to j. In our experiment we use two email communication data sets: Enron email communication network\(^5\) and Eu-All email communication network\(^6\). The Enron email communication network includes a data set around half million emails that is public by the Federal Energy Regulatory Commission and we extract data from May 1999 through May 2002 (36 months). Also the Eu-All email communication network was extracted using email data from a large European research institution and we extracted data from October 2003 to May 2005 (18 months). The network specification of each data set is presented in Table 1. Since these networks are highly sparse, to make computation feasible, we reduce the number of candidate pairs by choosing only the ones that have at least two connections on the network.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Nodes</th>
<th>Edges</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hep-th</td>
<td>9,877</td>
<td>51,971</td>
<td>Collaboration network of Arxiv High Energy Physics Theory</td>
</tr>
<tr>
<td>Hep-ph</td>
<td>12,008</td>
<td>237,010</td>
<td>Collaboration network of Arxiv High Energy Physics</td>
</tr>
<tr>
<td>Astro-ph</td>
<td>18,772</td>
<td>396,160</td>
<td>Collaboration network of Arxiv Astro Physics</td>
</tr>
<tr>
<td>Email-Enron</td>
<td>36,692</td>
<td>367,662</td>
<td>Email communication network from Enron</td>
</tr>
<tr>
<td>Email-EuAll</td>
<td>265,214</td>
<td>420,045</td>
<td>Email network from a EU research institution</td>
</tr>
</tbody>
</table>

b. Evaluation Metrics

This section presents the two common evaluation metrics that we use in our experiments:

1) AUC Metric [1]: If we rank all of non-existent links based on their scores, the AUC metric can be interpreted as the probability that a random missing link has a higher score than a random non-existent link. In the algorithmic implementation, at each time we usually pick a missing link and a nonexistent link randomly and compare their scores. if among n independent comparisons, there are n' times that missing links have a higher score and n" times that they have the same score, the AUC value is:

\[
AUC = \frac{n' + 0.5n''}{n} \tag{21}
\]

If the AUC value has a value more than 0.5 it is better than the random link prediction algorithm and the more far from 0.5 means the more accurate algorithm.

2) Precision [1]: If we predict L links to be connected and Lr links from L links are right, the Precision is defined as:

\[
Precision = \frac{Lr}{L} \tag{22}
\]

Clearly, higher precision means higher prediction accuracy.

c. Link Prediction Comparison

This section evaluates the proposed CALA-LP accuracy. To do this, for collaboration networks (Hep-th, Hep-ph and Astro-ph), we consider the data from 1993 to 2002 as

\(^1\) http://www.arxiv.org
\(^2\) http://arxiv.org/archive/hep-th
\(^3\) http://arxiv.org/archive/hep-ph
\(^4\) http://arxiv.org/archive/Astro-ph
\(^5\) http://www.cs.cmu.edu/~enron/
\(^6\) http://snap.stanford.edu/data/email-EuAll.html
the training data (each year as a time period) and year 2003 as test data. Also for email networks (Enron and EuAll), we consider the first 70% available months as the training data (each month as a time period) and the 30% remaining months as the test data. For all conducted experiments, the initial parameters of each CALA-LP j, \((\mu_0(j), \sigma(j))\) are chosen randomly, the parameter \(\lambda\) is set to 0.005 and \(\sigma_i\) is set to \(10^{-3}\). In order to improve the comparison of the proposed algorithm, we choose a set of algorithms in three categories:

- **Similarity based algorithms**: this group of algorithms contains a set of common similarity metrics such as CN, Salton, Jaccard, PA, AA, Katz and LP [1].
- **Supervised algorithms**: in this group of algorithms we choose Interaction Prediction (IP) [29] and CMA-ES [30] algorithms that try to predict future links using a linear combination of similarity metrics.
- **Time-aware algorithms**: in this group of algorithms two recent time aware algorithms LP-ARIMA [22] and TW-LP [32] are chosen for comparison with the proposed algorithm.

The parameters of the used algorithms are borrowed from their references. Table 2 and Table 3 present the average AUC and precision scores based on the 10-fold cross validation method, respectively. Also, in order to have a better comparison, a set of one-tailed t-test were taken on the 10-fold cross validation results. In this experiment, we consider the result of CALA-LP as algorithm A2. Hence, if the result of t-test between the CALA-LP and another algorithm is a negative value then the CALA-LP statistically outperforms another algorithm. The statistical differences between the experiments obtained with the CALA-LP, and other algorithm for the test datasets are listed in the Table 4. Also, it should be mentioned that for the following tables given in this section, the best results are highlighted.

The results reported here (Table 2 through Table 4) demonstrate that the proposed CALA-LP is able to achieve an AUC and Precision measures that is significantly better than algorithms of Group 1 (Similarity based algorithms): CN, Salton, Jaccard, PA, AA, Katz and LP. So, we can conclude that the proposed algorithm is better than all considered static methods. Also in comparison with the IP and CMA-ES we see that the proposed algorithm achieves to a better result in AUC and precision measures; so we also conclude that the CALA-LP is superior to recent link prediction algorithms that consider different similarity metrics but without considering the time of link occurrence. Finally, from the result that is reported here we can see that the proposed algorithm is a little better in AUC and precision measures in comparison to the LP-ARIMA and TW-LP that use the time information of the social graph. So, the results of the CALA-LP suggest that the prediction is better with considering different similarity metrics and different times with different coefficients. Also, to show the importance of each similarity metric, we report the obtained weights from the proposed algorithm for each dataset in Table 5. From the result reported here we can conclude that the importance pattern of local similarity metrics in co-authorship networks is similar to each other and the LP and Katz have more weights in comparison to the local similarity metrics. So in these networks the local information has little influence in link prediction in comparison to the global or quasi local similarity metrics. In other hand from Table 5 we can see that in Email networks the global similarity metrics and local similarity metrics have equivalently influence on the prediction result. So in this network the global information does not give an extra better result in comparison to the local similarity metrics by considering link occurrence time.

**Table 2.** AUC Measures of Proposed CALA-LP and other Link Prediction Methods

<table>
<thead>
<tr>
<th>Method/Data Set</th>
<th>Hep-th</th>
<th>Hep-ph</th>
<th>Astro-ph</th>
<th>Enron</th>
<th>EuAll</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>0.7945</td>
<td>0.7025</td>
<td>0.6791</td>
<td>0.8123</td>
<td>0.6643</td>
<td>0.7305</td>
</tr>
<tr>
<td>Salton</td>
<td>0.7850</td>
<td>0.6854</td>
<td>0.6441</td>
<td>0.8087</td>
<td>0.6285</td>
<td>0.7103</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.6438</td>
<td>0.6026</td>
<td>0.5719</td>
<td>0.7010</td>
<td>0.6259</td>
<td>0.6290</td>
</tr>
<tr>
<td>PA</td>
<td>0.6400</td>
<td>0.6101</td>
<td>0.5574</td>
<td>0.6743</td>
<td>0.6049</td>
<td>0.6173</td>
</tr>
<tr>
<td>AA</td>
<td>0.7562</td>
<td>0.7109</td>
<td>0.6840</td>
<td>0.8045</td>
<td>0.6097</td>
<td>0.7130</td>
</tr>
<tr>
<td>Katz</td>
<td>0.8487</td>
<td>0.8611</td>
<td>0.7486</td>
<td>0.8896</td>
<td>0.7008</td>
<td>0.8097</td>
</tr>
<tr>
<td>LP</td>
<td>0.8305</td>
<td>0.8128</td>
<td>0.7115</td>
<td>0.8542</td>
<td>0.6905</td>
<td>0.779</td>
</tr>
<tr>
<td>IP</td>
<td>0.8525</td>
<td>0.8548</td>
<td>0.7328</td>
<td>0.8836</td>
<td>0.7376</td>
<td>0.8112</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>0.8462</td>
<td>0.8501</td>
<td>0.7241</td>
<td>0.8601</td>
<td>0.7243</td>
<td>0.8009</td>
</tr>
<tr>
<td>LP-ARIMA</td>
<td>0.9132</td>
<td>0.8802</td>
<td>0.7737</td>
<td>0.8932</td>
<td>0.7621</td>
<td>0.8444</td>
</tr>
<tr>
<td>TW-LP</td>
<td>0.9043</td>
<td>0.8699</td>
<td>0.7512</td>
<td>0.8901</td>
<td>0.7526</td>
<td>0.8336</td>
</tr>
<tr>
<td>CALA-LP</td>
<td><strong>0.9321</strong></td>
<td><strong>0.8823</strong></td>
<td><strong>0.7999</strong></td>
<td><strong>0.9059</strong></td>
<td><strong>0.7732</strong></td>
<td><strong>0.8586</strong></td>
</tr>
</tbody>
</table>

**Table 3.** Precision Measures of Proposed CALA-LP and other Link Prediction Methods

<table>
<thead>
<tr>
<th>Method/Data Set</th>
<th>Hep-th</th>
<th>Hep-ph</th>
<th>Astro-ph</th>
<th>Enron</th>
<th>EuAll</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>0.5421</td>
<td>0.4532</td>
<td>0.4291</td>
<td>0.5620</td>
<td>0.4196</td>
<td>0.4812</td>
</tr>
<tr>
<td>Salton</td>
<td>0.5395</td>
<td>0.4260</td>
<td>0.4021</td>
<td>0.5582</td>
<td>0.3758</td>
<td>0.4603</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.4856</td>
<td>0.3690</td>
<td>0.3620</td>
<td>0.4529</td>
<td>0.3795</td>
<td>0.4098</td>
</tr>
<tr>
<td>PA</td>
<td>0.4821</td>
<td>0.3699</td>
<td>0.3052</td>
<td>0.4283</td>
<td>0.3593</td>
<td>0.3889</td>
</tr>
<tr>
<td>AA</td>
<td>0.5027</td>
<td>0.4549</td>
<td>0.4503</td>
<td>0.5598</td>
<td>0.3500</td>
<td>0.4635</td>
</tr>
<tr>
<td>Katz</td>
<td>0.6135</td>
<td>0.6298</td>
<td>0.5049</td>
<td>0.6473</td>
<td>0.4503</td>
<td>0.5691</td>
</tr>
</tbody>
</table>
Table 4. The Result of Statistical t-Test between the CALA-LP and Other Link Prediction Methods

<table>
<thead>
<tr>
<th>Method/Metric</th>
<th>AUC</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>-38.2432</td>
<td>-38.9437</td>
</tr>
<tr>
<td>Salton</td>
<td>-36.4000</td>
<td>-35.928</td>
</tr>
<tr>
<td>Jaccard</td>
<td>-89.4058</td>
<td>-71.2311</td>
</tr>
<tr>
<td>PA</td>
<td>-97.0617</td>
<td>-68.535</td>
</tr>
<tr>
<td>AA</td>
<td>-40.6023</td>
<td>-38.283</td>
</tr>
<tr>
<td>Katz</td>
<td>-9.8070</td>
<td>-6.9514</td>
</tr>
<tr>
<td>LP</td>
<td>-19.9132</td>
<td>-17.3435</td>
</tr>
<tr>
<td>IP</td>
<td>-8.525</td>
<td>-7.4271</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>-8.1021</td>
<td>-7.0101</td>
</tr>
<tr>
<td>LP-ARIMA</td>
<td>-5.2421</td>
<td>-3.2626</td>
</tr>
<tr>
<td>TW-LP</td>
<td>-6.6268</td>
<td>-3.5481</td>
</tr>
</tbody>
</table>

Table 5. Weight of each similarity metric in CALA-LP for used datasets

<table>
<thead>
<tr>
<th>Method/Data Set</th>
<th>Hep-th</th>
<th>Hep-ph</th>
<th>Astro-ph</th>
<th>Enron</th>
<th>EuAll</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>0.402</td>
<td>0.3742</td>
<td>0.4372</td>
<td>0.3537</td>
<td>0.3840</td>
</tr>
<tr>
<td>Salton</td>
<td>0.1530</td>
<td>0.1793</td>
<td>0.1800</td>
<td>0.1294</td>
<td>0.1765</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.0735</td>
<td>0.0601</td>
<td>0.0582</td>
<td>0.2042</td>
<td>0.2940</td>
</tr>
<tr>
<td>PA</td>
<td>0.0901</td>
<td>0.1294</td>
<td>0.1040</td>
<td>0.3025</td>
<td>0.3420</td>
</tr>
<tr>
<td>AA</td>
<td>0.2410</td>
<td>0.1374</td>
<td>0.2703</td>
<td>0.4184</td>
<td>0.4529</td>
</tr>
<tr>
<td>Katz</td>
<td>0.5294</td>
<td>0.4193</td>
<td>0.3602</td>
<td>0.3692</td>
<td>0.3602</td>
</tr>
<tr>
<td>LP</td>
<td>0.6526</td>
<td>0.5050</td>
<td>0.6104</td>
<td>0.4021</td>
<td>0.4520</td>
</tr>
</tbody>
</table>

d. Performance of the CALA-LP

In this experiment the computation time and the speed of convergence of the CALA-LP is demonstrated for all five data sets. These algorithms are implemented in MATLAB R2009a on a PC, which has a single CPU of Intel(R) Core(TM)2 Duo 3.33 GHz and 8 GB of memory. Table 6 shows the computation time for proposed algorithm over 2000 iterations. It can be seen that the CALA-LP requires a rational computation time in order to consider different similarity metrics and different times. Because Hep-th has lower size than Hep-ph and Hep-ph has lower size than Astro-ph, the Table 6 shows that the proposed algorithm has lower dependency to the size of the test network in term of computation time. It must be noted that the computation time reported here is only the running time of the proposed algorithm, not the running time of computing the considered similarity features. In the next experiment of this section, to show the convergence rate of the proposed algorithm, the convergence rate based on true prediction for data sets Hep-th and Hep-ph, Astro-ph are presented in Fig. 2, through Fig. 4, respectively. Based on represented figures, we can see that the stochastic process of choosing action for each CALA in addition to applying the reinforcement algorithm lead to the improvement of prediction in early iterations and continue to make the prediction more precise in the further iterations.

Table 6. Computation Time Comparison for the Proposed Algorithm (In Seconds)

<table>
<thead>
<tr>
<th>Method/Data Set</th>
<th>Hep-th</th>
<th>Hep-ph</th>
<th>Astro-ph</th>
<th>Enron</th>
<th>EuAll</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>115.42</td>
<td>124.58</td>
<td>250.24</td>
<td>2704.20</td>
<td>3187.98</td>
</tr>
<tr>
<td>Salton</td>
<td>130.38</td>
<td>132.64</td>
<td>270.42</td>
<td>2930.45</td>
<td>3260.76</td>
</tr>
<tr>
<td>Jaccard</td>
<td>125.34</td>
<td>128.59</td>
<td>257.52</td>
<td>2853.87</td>
<td>3305.65</td>
</tr>
<tr>
<td>PA</td>
<td>80.42</td>
<td>85.76</td>
<td>176.90</td>
<td>1604.05</td>
<td>1870.65</td>
</tr>
<tr>
<td>AA</td>
<td>120.35</td>
<td>124.74</td>
<td>234.51</td>
<td>2801.42</td>
<td>3705.32</td>
</tr>
<tr>
<td>Katz</td>
<td>149.87</td>
<td>157.76</td>
<td>310.83</td>
<td>4703.65</td>
<td>5204.61</td>
</tr>
<tr>
<td>LP</td>
<td>135.24</td>
<td>151.00</td>
<td>280.09</td>
<td>3487.61</td>
<td>4270.09</td>
</tr>
<tr>
<td>CALA-LP</td>
<td>1150.53</td>
<td>1522.43</td>
<td>1439.42</td>
<td>5190.43</td>
<td>6210.45</td>
</tr>
</tbody>
</table>
predict the occurrence or not occurrence of each link in time $T+1$. In the proposed method, the link prediction problem is formulated as a noisy optimization problem by considering coefficients for each similarity metric and each time period. The intuition of the proposed approach is that the final prediction depends on the past score metrics but this dependency is not uniform between different similarity metrics and different times; although it can be differently influenced by different periods and different similarity metrics. Then we use a team of CALA, one CALA for each parameter that must be determined in the optimization problem. Each CALA tries to learn the true value of the corresponding parameter. Final link occurrence is predicted using similarity scores with considering time and similarity metrics coefficients. The experimental results reported here show that the proposed algorithm is superior to other link prediction algorithms. The better result can be due to the learning capability of continuous action set learning automata that shows the link occurrence in the network depends on different similarity metrics and different periods with different coefficients.
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