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ABSTRACT

This paper proposes a simple approach to writing algorithms for parallel computers. The approach is suitable for those problems for which the input and output can each be expressed as a set of character strings composed of the same symbols. Examples include string reversal, matrix transposition and conversion of infix notation to postfix notation. The basic concept of the approach is finding a function that maps the position of any symbol in an input string into its corresponding position in the output string. Concurrency can be achieved by simultaneous computation of positions of different symbols in the output string using different processors. An introductory classification of problems based on the amount of knowledge necessary to find the function is presented. A set of examples is provided for illustration. Once the output function is determined, it is noted that with enough processors the actual function assignment is an O(1) operation.

1. Introduction

It is well known that parallelism may be used to increase the speed of computation. This report suggests a simple approach to writing algorithms for parallel computers. The approach is suitable for those problems whose input and output can be expressed as a set of strings of characters over the same symbols. Each problem includes string reversal and the transformation of infix notation into postfix notation. The basic concept of the approach is to find a function \( f \) that maps the position of any character in an input string into its corresponding position in the output string. Assuming the output string represents a permutation of the input string, function \( f \) is a bijection from \( 1 \) to \( n \) where \( n \) is the set of integers from \( 1 \) to \( n \) and \( n \) is the length of the string. This function reflects the algorithm that describes the transformation to be implemented. Parallelism can be obtained by determining the output positions of different symbols at the same time.

As an example, consider the problem of reversing a string of characters. The obvious sequential algorithm has complexity \( O(n) \). Given below, a parallel computer with \( P \) processors can do the reversal in \( |n/P| \) time. This will be an \( O(1) \) operation if \( P \) processors are available.

\[
f(x_i) = \begin{cases} n+1 & \text{if } 1 \leq i \leq n \\ \text{undefined} & \text{otherwise} \end{cases}
\]

\( x_i \) is the \( i \)th character in the input string.

In this report we first define the notation and basic premises and then give a set of examples to illustrate the approach. The examples are designed to provide insight into the overall concept rather than provide optimal algorithms.

II. Notation

Let set \( T = \{c_1, c_2, \ldots, c_m\} \) where each \( c_i \) is a character string of length \( n \) over set \( I \). Set \( O = \{o_1, o_2, \ldots, o_P\} \) where each \( o_i \) is a string of length \( m \) over \( I \). \( I \) is the input and \( O \) is the output for a given algorithm. \( I \) is any finite set of symbols. Each symbol may consist of one or more characters. Let \( I_1 = c_{11} c_{12} \ldots c_{1n} \) and \( O_1 = o_{11} o_{12} \ldots o_{1m} \). Also
Further define our basic assumptions and terminology:

Let \( B = \{1, \ldots, n\} \) and \( S = \{\alpha_1, \ldots, \alpha_j\} \) such that \( \alpha_1 < \alpha_2 < \cdots < \alpha_j \). Then \( |B| = n \).

We also assume that each symbol in \( B \) is unique. Of course, in practice, each may only be a sequence of symbols that occurs at a unique position in \( B \) and in \( S \).

**Case 1**

Given \( \alpha \in B \), let \( f(\alpha) \) be the function that defines \( \text{output}(\alpha) \). Then, in general, the range of \( f \) is

\[ f(\alpha) = \{1, \ldots, q\} \times \{1, \ldots, \max(\xi_2, \xi_3)\} \] for \( 1 \leq i \leq q \).

**Case 2**

Output(\( \alpha \)) is a function of \( \text{impos}(\alpha) \) and \( n \) only. That is

\[ \text{output}(\alpha) = f(\text{impos}(\alpha), n) \]

Example: String reversal. \( \alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \alpha_7 \)

\[ \text{impos}(\alpha, n) = n - \text{impos}(\alpha) + 1 \]

As in Case 1, once the information gathering time is complete, this type of function can be calculated in \( O(n/P) \) time when we have \( P \) processors and in \( O(1) \) time when we have \( n \) processors.

**Case 3**

Output(\( \alpha \)) is a function of \( \text{impos}(\alpha) \) and certain other fixed information. That is

\[ \text{output}(\alpha) = f(\text{impos}(\alpha), \xi_1, \xi_2, \xi_3, \ldots, \xi_s) \]

Example: Matrix transposition. We assume that the elements of the matrix are stored in row major order. That is, the elements are stored in listographic order by index with the row index as the major key and the column index as the minor key. Using row major order, the two-dimensional array \( A(1:1; 1:1) \) can be interpreted as \( a_{11} \), \( a_{21} \), \( a_{31} \), \( \ldots \), \( a_{12} \), \( a_{22} \), \( a_{32} \), \( \ldots \), \( a_{1n} \), \( a_{2n} \), \( a_{3n} \), \( \ldots \), \( a_{1m} \), \( a_{2m} \), \( a_{3m} \), \( \ldots \), where each row consists of \( \xi_2 \) elements. One may observe that \( \text{impos}(\alpha) \), for \( \alpha = A(i, j) \), is displaced from the base of the array by an amount of \( j(i-1) \) and \( j(i-1) \) and \( j \) and therefore, \( \text{location}(A(i, j)) \) is given by \( j(i-1) + 1 + \) base. From the above, we note that

\[ j(i-1) + 1 \] for \( \alpha = A(i, j) \) is given by:

\[ j = ((\text{impos}(\alpha) - 1)/j) + 1 \]

To compute the transpose, \( A(i, j) \) should be stored in \( A(j, i) \) which will be the \( j(i-1) \) + \( 1 \) position.

Therefore,

\[ f(\text{impos}(\alpha), 1, 1) = j_2(\text{impos}(\alpha) - 1) + 1 \]

So, once information gathering is complete, the transpose of a matrix can be computed in \( O(1) \) time if \( j_2 \) processes are available and in \( O(n/P) \) time when \( P \) processes are available.

**Case 4**

**Case 5**

Output(\( \alpha \)) is a function of \( \text{impos}(\alpha) \) and certain other fixed information. That is

\[ \text{output}(\alpha) = f(\text{impos}(\alpha), l) \]

Example: Input sequence \( \xi_1 \xi_2 \xi_3 \ldots \xi_n \) is a random ordering of the integers \( 1, 2, \ldots, n \).

For the output we want them in sequential order. Then \( \text{output}(\alpha) = f(\alpha) = 0 \)

This can be calculated in \( O(n/P) \) time when \( P \) processors are available.

**Case 6**

Output(\( \alpha \)) is a function of the input position of \( \alpha \) and the entire input string.

That is

\[ \text{output}(\alpha) = f(\text{impos}(\alpha), l) \]

Example: Sorting. The problem of sorting is one of determining a permutation that arranges a set of symbols in a particular order. We can use the following function to compute the output position of a symbol.
is the number of symbols less than the ith symbol in the input string plus the
of symbols equal to the ith symbol that precede the ith symbol in the input string.

and Preparata [1] have shown that each value of \( n_i \) can be determined in
time (information gathering time) using \( n \log n \) processors. Once each value of \( n_i \)
, the final positions can be computed in \( O(1) \) time using \( n \) processors.

Consider a string of symbols of length \( n \) that consists of symbols belonging
different groups: \( G_1, G_2 \) and \( G_3 \). We want to write an algorithm that transforms
string into an output string in which all symbols from \( G_1 \) are placed at the
t of \( G_3 \) at the end and all from \( G_2 \) in the middle of the string. The order
is within each group for output should be the same as their order in the input.

\( \text{input}(a) \) may be given by:

1. (number of symbols that belong to group \( G_1 \) and precede the ith symbol
in the input string) + 1
2. (number of symbols that belong to group \( G_1 \)) + (number of symbols that
belong to group \( G_2 \) and precede the ith symbol in the input string) + 1
3. (number of symbols that belong to group \( G_1 \)) + (number of symbols that
belong to group \( G_2 \)) + (number of symbols that belong to \( G_3 \) and precede
the ith symbol in the input string) + 1

On needed to compute can be obtained in \( O(n) \) time with a single sequential pass
be input or by each processor adding 1 to an accumulator from a set of accumulators
with one accumulator to represent each of the groups of symbols. Once this
is obtained, the position of symbols in the output string can be determined in
\( n \) processors are available.

Transformation of infix notation into postfix notation. A solution to this
problem given by Dekel and Sahal [2]. In [2], the Shared Memory Model [3] is used as
of computer. Using this model of computation it is shown that the proper
symbols in the output string can be computed in \( O(n \log^2 n) \) using \( n \) processors.

x conditions \( G_1 \) and \( G_2 \) we may assume that the input expression is free of paren-
we may extend the class of problems being considered to allow for some of the
the functions to be repeated in the output. (Their output may be regarded as 0.)

\( \text{output}(a) \) is a function of \( n_i \) of the input position of \( a \), and of some additional local
on concerning \( a \)'s neighbors and their input positions. That is

\( \text{output}(a) = \sum_{k=1}^{\infty} \sum_{k=1}^{\infty} \text{input}(a_{i+k}) \) for \( a = a_k 
\text{and constants } b_1 \) and \( b_2 \).

The output sequence is to be the symbols of the input sorted in a "local"
For instance, perhaps the first five input symbols are to be the first five sorted
places, then the next five etc. Considerations for local sorting complexity are
those for general sorting as described in Case 5. In fact, one might regard
as a general sorting case where the first five input symbols are \( i_k \), the next five
\( c_k \).

\( \text{output}(a) \) is a function of \( \text{input}(a) \) and of \( \text{output}(b) \) for all \( a \) such that \( \text{input}(a) \neq \text{output}(b) \)
That is

\( \text{output}(a) = \sum_{k=1}^{\infty} \text{input}(a_k), \text{output}(b_k) \) with \( \text{input}(a) \neq \text{input}(b) \).

The output is a random reordering of the input. We cannot assign output index
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