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1. Introduction

Process scaling and aggressive performance improvements have resulted in power consumption becoming a first-order design criterion [1,2]. Power dissipation in electronic circuits consists of dynamic power, static power, and short circuit power consumption. Traditionally, designers have been less concerned with leakage power due to its negligible effect on total power consumption in older technology nodes. However, as transistor sizes continue to shrink, the share of leakage current in total power consumption increases [1].

In addition to leakage power consumption concerns, today high performance VLSI design is challenged by synchronization problems as the clock frequency is increasing by the technology improvements [1]. However, in asynchronous circuits, local signaling eliminates the need for global synchronization and this result in some potential advantages. Beside the elimination of the clock skew and tolerating interconnect delays, asynchronous circuits are more tolerant to process variations and external voltage fluctuations. They are more modularly synthesizable and potentially faster [1,3]. Despite these advantages, asynchronous circuits have some drawbacks such as the lack of automatic synthesis tool and evaluation and optimization methods. So, it will be worthy to work on a design framework for asynchronous circuits.

Most leakage power reduction techniques cannot be applied directly to asynchronous circuits in the same way that it can be done for the synchronous circuits. The basic problem is that the complex interaction of concurrent processes makes static performance estimation of asynchronous circuit very difficult. While synchronous performance estimation is based on a static critical path analysis affected only by the delay of components and interconnecting wires, it has been shown that the performance of an asynchronous circuit depends on factors like the number of tokens in the circuit and the value of input data items; therefore evaluating the performance of asynchronous circuit is more complex. Therefore, it is necessary to mind about appropriate performance evaluation method and leakage power optimization considerations while proposing CAD tools for asynchronous circuits.

Many academic tools and techniques have been developed to address the automatic synthesis of asynchronous circuits [4,5]; however, the lack of a unified framework to automated synthesis and static performance estimation and power optimization is highlighted. This paper proposes the following considerations for a integrated design framework of a low leakage power and high performance asynchronous circuit: (1) A Probabilistic Timed Petri-Net model is used to analyze the performance of template based asynchronous circuits; (2) A Novel method for static performance analysis of real asynchronous circuits including choices is presented; and (3) A CAD framework which simultaneously exploit multiple supply voltage assignment, multiple threshold voltage assignment and template sizing for designing real asynchronous circuits. We have looked at the joint optimization of multiple techniques in real asynchronous circuits. It helps to achieve maximum power savings compared to a sequential application of a single variable optimization. Also the method can be easily extended to include other techniques such as multiple gate oxide assignment.

The remainder of this paper is organized in the following manner. In Section 2 a brief overview of asynchronous circuits is presented to give the reader more knowledge about the features of asynchronous circuits. In Section 3 the back-end design flow is proposed and explained.
circuits. Section 3 reviews different leakage power reduction techniques and provides a survey of previous works. Section 4 introduces the proposed power optimization framework. Section 5 presents a synthesis tool for QDI asynchronous circuits. Section 6 describes the Probabilistic Timed Petri-Nets model as the dominant performance analysis model and Section 7 introduces a novel static performance analysis for asynchronous circuits with choices. Section 8 introduces the proposed parameter assignment methodology for the decomposed circuit. In Section 8 we present experimental results using some related benchmarks. Conclusions appear in Section 9.

2. Background

2.1. Asynchronous circuits

Asynchronous circuits represent a class of circuits not controlled by a global clock but rely on exchanging local requests and acknowledge signaling for the purpose of synchronization. Among the various methods of asynchronous design, the Quasi delay insensitive (QDI) method is capable of having better performance and low power consumption [8].

These circuits are composed of individual modules which communicate to each other by means of point-to-point communication channels. Therefore, a given module becomes active when it senses the presence of an incoming data. It then performs the computation and sends the result via output channels. Communications through channels are controlled by handshake protocols [8]. While the first generation of asynchronous synthesis tools was mainly focused on control synthesis (make them inapplicable for practical circuits), the new generation of synthesis methods targets the use of pre-designed asynchronous templates [4].

2.2. Leakage power reduction techniques and related works

Researchers have proposed different circuit techniques to reduce leakage power without impacting performance using the available timing slack. In this section, we survey the related work on multiple-Vth and multiple-Vdd assignment and gate sizing techniques which exploit the timing slack to reduce the leakage power of the circuit [1,2,10,9,12].

Due to the quadratic relationship between dynamic power consumption and Vdd, reducing the supply voltage is the most effective way to lower the dynamic power, at the expense of increasing gate delay. In order to prevent the negative effect on performance, the threshold voltage (Vth) must be reduced proportionally with the supply voltage so that a sufficient driving current is maintained. This reduction in the Vth causes an exponential increase in leakage power, which in turn can raise the static power of the device to unacceptable levels.

To counter the loss in performance while improving the power efficiency, multiple Vdd [6] and multiple Vth [9] techniques have been proposed. The gates on critical paths operate at the higher Vdd or lower Vth, while those non-critical paths operate at the lower Vdd or higher Vth, thereby reducing overall power consumption without performance degradation. On the other hand, in gate sizing techniques [10], logic gates on critical paths may be sized up to reduce the power consumption. Some good works about these three techniques is presented in [13,12].

However, these techniques cannot be used for asynchronous circuits in the same way that it can be done for synchronous one as the performance analysis of asynchronous circuit is completely different. While synchronous performance estimation is based on a static critical path analysis affected only by the delay of components and interconnecting wires, it has been shown that the performance of an asynchronous circuit depends on dynamic factors like the number of tokens in the circuit [15]. In the clocked circuits, the critical path has a clear beginning and a clear end created by latches while no clear separation is available in asynchronous circuits.

Some techniques have been proposed in asynchronous circuit context to reduce the power consumptions; for example, combining dynamic voltage scaling and adaptive body biasing in [16], dual-threshold voltage technique to reduce leakage power dissipation of asynchronous linear-pipelines in [8], multi-threshold C-Element and multi-threshold micropipeline circuits in [18], and in [13,14], a technique for design of dual-Vth asynchronous circuits. However, the reported techniques are either not evaluated for automatic design [16–18], or just focus on design of dual-Vth linear asynchronous circuits which do not consider choices [13,14], not considering real asynchronous circuits with choices which is focused in this paper.

This paper proposes an integrated design framework of a low leakage power and high performance asynchronous circuit. Many aspects similar to the proposed methodology have been addressed for other design areas [19–21].

3. Power optimization framework

Fig. 1 shows the general structure of the proposed leakage power optimization framework which can be considered as the following five individual portions: QDI synthesis tool, static performance analyzing, transistor’s parameters assigning, layout synthesis, and simulation at various levels. The design process starts with a high level specification of circuits. The framework uses Verilog-CSP [24], an extension to standard Verilog for the purpose of expressing the input description. READ and WRITE macro-operations are added to the Verilog in order to model the handshake operation on communication channels which is proposed in [24].

By applying a set of preserving function transformations to the high level specification, decomposition step divides the original circuit into predefined elements as a netlist. The output of decomposition step supplies the input of Model Generator (MG) and Static Ranges Computer (SRC) for the purpose of performance analyzing. MG converts the Verilog-CSP description of predefined templates to a Probabilistic Timed Petri-Net (PTPN) model and then, SRG computes the ranges of conditional variables in choice templates. Token Assigner, a Petri-Net simulation engine which supports dependent choice resolution and probabilistic models for choices, runs the PTPN model of circuit and provides the dynamic information of the original circuit such as token assignment and resolve the location of data tokens in a Petri-Net netlist.

The developed core simulator is based on systemic [22], Static Timing Analyzer (STA) runs for the performance estimation of the synthesized circuit which is presented in PTPN format. Parameter Assigner (PA) employed STA for determining the value of transistors’ parameters of each template (such as Vdd, Vth and Size). Then Template Synthesizer (TSYN) receives an intermediate source code containing a number of pre-designed template compatible modules and optionally a top-level netlist, and generates a netlist of predefined templates with dual rail ports. The output of TSYN is a netlist of the available standard library elements. Hence, the proposed flow is provided for the standard cell library in order to generate the final layout applying standard layout tools. The simulation flow is intended to verify the correctness of the synthesized circuit at all levels of abstraction. In the following sections we describe the functionality of these stages.

4. AsyncTool: synthesis of QDI asynchronous circuits

AsyncTool [5] is an asynchronous synthesis tool developed for automatic synthesis of QDI asynchronous circuits. Behavioral
description will be converted to a netlist of standard-cell elements through several steps of synthesis flow. For simpler synthesis, first arithmetic operations are extracted from the code and the major steps of synthesis only works on the codes without any arithmetic operations. This is done by the Arithmetic Function Extractor (AFE) which also replaces the arithmetic functions by standard library modules. The two major steps in AsyncTool synthesis are Decomposition and Template Synthesizer (TSYN). AsyncTool uses Pre-Charge logic Full-Buffer (PCFB) templates for its predefined templates. A PCFB template [8] is an asynchronous buffer circuit that in each cycle of its operation reads some inputs, performs a particular calculation, and then writes the results to one or more of its output ports. Fig. 2 shows the internal structure of PCFB schematic and its corresponding Verilog-CSP presentation.

5. Performance model for template based asynchronous circuits

The proposed performance model is based on Time Petri-Nets which have been already used as a performance model to analyze concurrent systems [25]. In the following, we describe necessary Petri-Net background and then introduce our performance model.

5.1. Background

Petri-Nets are used as an elegant modeling formalism to model concurrency, synchronization, and choice in many applications including asynchronous circuit modeling [25]. A Petri-Net is a four-tuple \(N = (P, T, F, m_0)\) where \(P\) is a finite set of places, \(T\) is a finite set of transitions and \(F \subseteq (P \times T) \cup (T \times P)\) is a flow relation, and \(m_0 \in \mathbb{N}^{|P|}\) is the initial marking. A marking is a token assignment for the

---

**Fig. 1.** Power reduction framework and its interface with asynchronous synthesizer.

**Fig. 2.** Internal structure of PCFB template (C: C-element gate, RCD/LCD: Right/Left completion detection).
places and represents the state of the system. The preset of an element \( x \subseteq (P \cup T) \) is defined as \( \bullet x = \{ y \in P \cup T | (y, x) \in E \} \) and its postset is defined as \( x \bullet = \{ y \in P \cup T | (x, y) \in E \} \). Formally, a marking is a mapping \( M: P \rightarrow \{0, 1, 2, \ldots \} \) where the number of tokens in place \( p \) under marking \( M \) is denoted by \( M(p) \). If \( M(p) > 0 \), then the place \( p \) has tokens within. All the places in our system are 1-bounded which means that they maximally can contain only one token. A transition \( t \) is enabled at marking \( M \) if \( M(p) \geq 1 \), \( \forall p \in \bullet t \). An enabled transition may fire eventually in a feasible asynchronous circuit specification. The firing of \( t \) removes one token from each place in its pre-set and inserts one token to each place in its post-set.

A Petri-Net is usually represented as a bipartite graph in which \( P \) and \( T \) are its nodes. For any two nodes \( x \) and \( y \), if \( (x, y) \in E \) then there is a directed arc from \( x \) to \( y \). Timed Petri-Net is a Petri-Net in which some transitions or places can be annotated with delays. The semantics of a Timed Petri-Net state that a transition \( t \) fires after tokens in places \( p \in \bullet t \) reside in \( P \) at least \( d(p) \) time units. Different delay models can be used such as fixed, uniform bounded or normalized delays.

A cycle \( c \) is a sequence of places \( p_1, p_2, \ldots, p_1 \) connected by arcs and transitions whose first and last place is the same. The cycle metric \( (CM(c)) \) is the sum of the delays of all associated places along the cycle \( c \), \( D(c) \), divided by the number of tokens that reside in the cycle \( k \), \( m_0(c_k) \), is defined as:

\[
CM(c_k) = D(c_k)/m_0(c_k)
\]

where \( D(c_k) = \sum_{i \in c_k} d_i \) \( (1) \)

The cycle time of a Timed Petri-Net is defined as the largest cycle metric among all cycles in the Timed Petri-Net \( [26] \). The intuition behind this well-known result is that the performance of any computation modeled with a Time Petri-Nets is dictated by the cycle time of the Tim Petri-Nets and thus the largest cycle metric.

\[
C_{time} = Max[CM(c_k)], \quad \forall c_k \in TPN
\]  

5.3. Conditional template model using Probabilistic Timed Petri-Net

It can be shown that any conditional statement in the specification of an asynchronous circuit leads to at least one conditional template in the final implementation. As an example, in Data-Driven Decomposition \([4]\) every variable that is read or written in a conditional block will produce a conditional write or conditional read template. Conditional templates are referred to those templates that their behavior is dependent on the value of data token. We model the conditional templates by means of Probabilistic Timed Petri-Net (P-TPN) concept. For the formal definition of P-TPN, we are defining a few terminologies.

**[Def 1]:** If transitions \( sa \) and \( sb \) are sharing an input place, they are said to be in choice relation, and denoted by \( p(a \), \( sb) \).

**[Def 2]:** In a choice place \( p(a, sb) \), the transitions followed by this choice should be associated with probabilities of choice. The probability of choice for this transition is denoted by \( \text{Prob}(\text{Transition}) \), which for all transitions followed by one choice:

**[Def 3]:** A vector which contains the probability’s value of the all choices in a circuit is named as Resolution Probability Vector. Resolution Probability Vector of a circuit contains \( M \) choices can be presented as follow:

\[
RPV = [P_{a1,1}, P_{a1,2}, P_{a1,3}, \ldots, P_{a1,M}], [P_{b1,1}, P_{b1,2}, P_{b1,3}, \ldots, P_{b1,M}], \ldots, [P_{aM,1}, P_{aM,2}, P_{aM,3}, \ldots, P_{aM,M}]
\]

where

\[
\sum_{i=1}^{M} P_{a1,i} = 1, \quad \sum_{i=1}^{M} P_{b1,i} = 1, \ldots, \quad \sum_{i=1}^{M} P_{aM,i} = 1
\]  

5.3. Conditional template model using Probabilistic Timed Petri-Net

Choice place \( p \) is an extended free choice if all its post-set transitions can be enabled regardless of external influence. In other words selection of the transition to fire is probabilistic. A special case of extended-free choice is a free-choice place \( p \) for which all output transitions of \( p \) have only one input place. A place \( p \) is a unique choice place, if no two output transitions of \( p \) can be enabled at the same time. In this case, the selection of the firing transition is not probabilistic. In P-TPN model, each free choice place \( p \), is assigned
a probability resolution to resolve the choice, i.e. select the firing transition among the possibilities. Transitions with higher probabilities are more likely to consume tokens whenever their input places contain tokens.

Conditional template in our modeling approach will contain choice and merge constructs. Fig. 4 shows two examples with their corresponding high level code segments. During the elaboration of the model, some choices are defined to be dependent on other choices and the probability vectors of dependent choices are selected at analysis process based on the state of the master choice. During model generation, based on the specification of the template a proper model is selected from model library; however, automatic generation of such models is also possible.

6. Static performance analysis technique

Considering a deterministic asynchronous circuit, from the performance point of view, the important issues are the handshaking behavior and forward and backward delays. However, this is correct for every circuit where the data flow is completely independent of the values of the data token and this is not a valid assumption for practical asynchronous circuits where there are lots of conditional statements in the high level specification. The advantage of asynchronous design compared to synchronous design is to allow the circuit performance to be dictated by the average case (not worst-case), whereas the Maximum Mean-Cycle method does not seem to attempt to analyze the performance with an average case of conditional circuits at all. The weak point of Maximum Mean-Cycle method is that it does not consider the choice probabilities of the events. Exploiting Maximum Mean-Cycle method to performance analysis of a Time Petri-Nets with choices leads to achieving an inappropriate and pessimistic performance metric, while it does not take the probability of choices. One of the most important objectives of this work is to extend the concept of stochastic cycle metric using Probabilistic Timed Petri-Net.

6.1. A novel average-case performance metric for circuits with conditional statements

This section describes a novel performance metric for asynchronous circuits which reflects on the average case for conditional cases. The main idea of this metric is that it considers the choice probabilities of events. For illustration we assume that an arbitrary Probabilistic Timed Petri-Net (PTPN) model has only one choice place with n outcome transitions. In this case the PTPN can be transferred to n Timed Petri-Net which all of them are completely similar to the original PTPN except that the choice place is converted to a normal place and only one of the outcome transitions is participated in construction of each Timed Petri-Nets. Each of these Timed Petri-Nets has a cycle time which can be determined by Eq. (2). The probability of building each Time Petri-Net is related to the probability of associated outcome transition. As a result, the average cycle time for P-TPN can be resolved as below:

\[ C_{\text{Time} \text{PTPN}} = P_1 (C_{\text{Time} \text{TPN}_1}) + P_2 (C_{\text{Time} \text{TPN}_2}) + \ldots + P_n (C_{\text{Time} \text{TPN}_n}) \]  \hspace{1cm} (4)

where \( C_{\text{Time} \text{TPN}_i} \) is the cycle time of a Timed Petri-Net which contains the ith transition and \( P_i \) is the probability correlated to ith transition. For the case that a PTPN has more than one choice place, the proposed manner can be exploited recursively as follows:

\[ C_{\text{Time} \text{PTPN}} = \sum_{\text{TPN}_k} \left( C_{\text{Time} \text{TPN}_k} \prod_{\text{choice places in TPN}_k} P_i \right) \]  \hspace{1cm} (5)

The time complexity of traditional approach to compute the cycle time of a TPN is \( O(N^3) \) [26], where \( N_P \) is the number of elements in places set in TPN, as the result the time complexity of computing the proposed cycle time of a PTPN is \( O(N^2N^3(C)P) \), where \( N(C) \) is the number of choice places set in the PTPN and \( n \) is the maximum number of outcome transitions in one choice place. To improve the time complexity of this method, a new procedure described in Fig. 5 is proposed. This method is based on finding all of the elementary cycles in a directed graph. The key characteristic of this procedure is that it sorts the cycles of the directed graph merely one time. The time complexity of this procedure is \( O(N^2(C)) \) which is related to step 1.

For each of the choice places, the Resolution Probability Vector Computer (RPVC) must provide a probability vector. The main idea behind the RPVC is to use the static range of the primary inputs of the circuit to determine the static range of internal signals similar to compiler-based techniques. Of course, it must be done considering the circuit specification. When static range of each internal variable is known we can simply judge about the probability of the conditions to provide the probability vectors and choose among the various options for probability models. The next plan of the RPVC is to make a probability model for the choice places. In this model the dependency of one choice to the other choices and dependency of choices to variables can be resolved. Based on the nature of dependencies, a model is chosen among the following possibilities for a choice place:

- **Independent probability model**: This model is completely independent of the state of system and is chosen whenever the outcome transitions do not depend on the state of any other choice.
- **Dependent probability model**: This is used for the cases where the outcome transitions depend on the previous firing of the choice itself or depends on the transition firing of any other choice places.

---

**Cycle time computer**

begin
1. Find all of the elementary cycles in the PTPN, using the method introduced in[34].
2. Sort the cycle metrics using a quick sort algorithm.
3. Determine the set of outcome transitions and correlated places for each built Time Petri-Net.
4. Convert the arranged list to a set of \( n^T \) arranged lists via eliminating the cycles which don’t participate in each TPN.
5. Determine the cycle metric for each list(TPN).
6. Compute the cycle time of the P-TPN using Eq.5.

End

**Fig. 5.** Procedure to determine the cycle time of a P-TPN.
A choice place that depends on a conditional variable which is manipulated in a conditional statement is in some way dependent on the other choices. For both preventing deadlock and obtaining more precise performance estimation, these conditional decisions must be resolved. For each condition in every module, a choice place will be generated during model elaboration phase. Regarding the resulted dependency directives, the RPVC forms a set of dependent choices and selects one of these choices as the master and all the other choices in the set will be considered as its slaves. In the upcoming sections we will explain how the static ranges and probability can be calculated.

6.2. Static ranges computation

In the RPVC, there exists a table of static ranges for each conditional variable. Each static range entry is tagged with a list of conditions which determine its validity region that includes all of the conditions of the nested conditional blocks inside which the variable is assigned a value. Condition list can be aggregated by logical AND to have a simpler tag with single conditional expression.

The set of all tagged static ranges of a variable \( v \) is shown by \( \text{TSR}(v) \). Each \( r \in \text{TSR}(v) \) is an ordered threesome in the form \(< r.ct, r.vt, r.sr >\) where \( r.ct \) is the conditional expression tag, \( r.vt \) is the variable expression tag and \( r.sr \) is the static range which is shown by a set of disjointed intervals generally. Set of static ranges for input variables must be placed by the user or can be set with the default values.

To be able to consider the effect of a countered loop on static ranges, the process of the computation of static ranges must be supported to compute the minimum and maximum number of consequent occurrence of some conditional statements. For example, in a countered loop, range of a variable which is sum of two other variables is manipulated in a conditional statement is in some way dependent on the number of iterations. At the start of analysis, the RPVC detects countered loops. Recalling that the nested loops are not allowed in our specification, the general form of a countered loop is as follows:

```plaintext
always begin
  ...
  if (Counter == Var_final) 
    Counter = Var_initial;
  else 
    Counter = Counter ± Var_inc;
  ...
end
```

Assuming parametric ranges of a variable involved in the generic form of a countered loop, the maximum and minimum loop iterations are computed as:

\[
\text{Max-Iter} = \frac{\text{Max(Var_{initial})} - \text{Min(Var_{final})}}{\text{Min(Var_{inc})}}
\]

\[
\text{Min-Iter} = \frac{\text{Min(Var_{initial})} - \text{Max(Var_{final})}}{\text{Max(Var_{inc})}}
\]

(6)

Selection of the probability models is done based on a set of simple rules. Briefly dependent probability model is selected based on the content of tagged static ranges tables for the variables. Dependent model is used for the cases that value of a variable is changed regarding to a condition on that or other variable.

6.3. Choice probabilities computation

Computing the probability of conditions is discussed in this section. Consider that \( CP \) is a choice place and its outcome transitions will be fired based on the conditional variable \( CV(X > Y) \). The static range of variables \( X \) and \( Y \) is determined now. Assuming uniform distribution of the variables, we can determine the probability of the outcome transitions for the correlated choice places easily.

In conditional circuits, both data flow and value of data tokens are dependent on the selections made by conditional statements. As the result, in the case of dependent choice, there exist a number of static ranges for each choice place. Each of these ranges is coupled to one probability value. Fig. 6 shows the intervals of static ranges for an arbitrary dependent choice model. Since the value of probability for appearance of each range can be dedicated, the overall probability can be computed using Eq. (7):

\[
P(X > Y) = [P_1(P(X(xs_1,xe_1) > Y(ys_1, ye_1)))]
\]

\[
+[P_2(P(X(xs_2,xe_2) > Y(ys_2, ye_2)))]
\]

\[
+...+[P_n(P(X(xs_n,xe_n) > Y(ys_n, ye_n)))]
\]

(7)

where \( P_i \) is the determined probability associated to the ranges \( X(xs_{i}, xe_{i}) \) and \( Y(ys_{i}, ye_{i}) \), and \( P(X(xs_{i}, xe_{i}) > Y(ys_{i}, ye_{i})) \) is the probability of \( X > Y \) when \( X \) and \( Y \) are between \( (xs_{i}, xe_{i}) \) and \( (ys_{i}, ye_{i}) \), respectively and it can be calculated easily. A hybrid model of dependent choice model and disjointed intervals is also possible. With the use of the discussed methods, calculating the probability of this model is straightforward.

7. Template’s parameters assignment methodology

Quantum genetic algorithm (QGA) is characterized by principles of quantum computing including concepts of qubits and superposition of states [27]. This algorithm is concentrated on the quantum-inspired evolutionary computing for a classical computer [28]. In QGA, there is no wide spectrum of parameters and operators; hence, makes it as a faster and an effective heuristic algorithm.

Our power optimization flow uses a quantum genetic algorithm [27,28]. The circuit configuration information, such as supply voltage assignment, is encoded into qubit. A qubit may be in ‘1’ state, ‘0’ state, or in any superposition of the two. So, the state of a qubit can be presented as \( |\Psi> = a|0> + b|1> \) where \( |x>^2 \) and \( |y>^2 \) gives the probability that the qubit will be found in ‘0’ state and ‘1’ state, respectively. This algorithm is a probabilistic algorithm and is similar to classical genetic algorithms and it also maintains a population of \( n \) qubit individuals at generation \( g \) in

\[
Q(g) = \{q_1^g, q_2^g, ... q_n^g \}
\]

(8)
where $q_g^j$ is a qubit individual defined as

$$q_g^j = \left[ \begin{array}{cccc} V_{gh}^j & V_{gh}^{-j} & \ldots & V_{gh}^{-jm} \\ V_{gh}^{-j} & V_{gh}^{-j} & \ldots & V_{gh}^{-jm} \\ \vdots & \vdots & \ddots & \vdots \\ V_{gh}^{-jm} & V_{gh}^{-jm} & \ldots & V_{gh}^{-jm} \end{array} \right]$$

(9)

where $m$ is the number of templates in the circuits and

$$|V_{gh}^j|^2 + |V_{gh}^{-j}|^2 = 1,$$
$$|V_{gh}^{-j}|^2 + |V_{gh}^{-jm}|^2 = 1,$$
$$|S_1|^2 + |S_2|^2 + \ldots + |S_8|^2 = 1.$$

The optimization flow begins with a random generated initial population, which consists of many randomly generated circuit configurations. The optimization flow is an iterative procedure. The qubit individuals with better fitness will survive at each generation and is applied update one operation to be a new set of qubit individuals—or new circuit configuration. The iteration continues until the termination criterion is met. After these procedures, the best solution among $P(t)$ is selected in the step, and if the solution is fitter than the stored best solution, the stored solution is changed and is applied update one operation to be a new set of qubit individuals with better fitness will survive at each generation. The area from level converters and large template are taken into account.

7.2.2. Area

If the area in a circuit is larger than the area constraint, the configuration is not acceptable and the corresponding individual qubits should have little chance to survive. The area from level converters and large template are taken into account.

7.2.3. Performance

It should be noted that the power optimization is under a specified timing constraint. In asynchronous circuits, the performance is defined similar to throughput, i.e. the reverse of global cycle metric. If the global cycle metric in a circuit is larger than the timing metric requirement, the configuration is not desirable and the corresponding chromosome should have little chance to survive. Again, the delay from level converters is taken into account.

Therefore, fitness (cost) function is as:

$$\Phi = \frac{1}{P_{\text{total}}} - P_{\text{min}} + \frac{1}{A_{\text{total}}} - A_{\text{min}} + \alpha \left( \frac{1}{CM_{\text{max}}} - \frac{1}{CM_{\text{min}}} \right)$$

(10)

where $P_{\text{total}}$ and $A_{\text{total}}$ is the total power and area of the circuits, $CM$ is the largest cycle metric and $P_{\text{min}}, A_{\text{min}}, P_{\text{max}}, A_{\text{max}}, CM_{\text{max}}$ and $CM_{\text{min}}$ are constants which are used for normalization and $\alpha$ is user specified constants. Since the performance is a bottleneck parameter in this work, we penalize the performance reduction with a large constant multiplied ($\alpha$).

7.3. Control parameters

While generating the initial population, we have to set an appropriate population size. If the population size is too small, the genetic diversity within the population may not increase for many generations. On the other hand, a large population size increases the computation time for each generation but it may take fewer generations to find the best solution. Extensive simulations on a wide range of functions help us to conclude that a small population of size 10–15 performs very well. We set a maximum generation of size 10–15 performs very well. We set a maximum generation and specify that if the power reduction is less than 0.0005% during the last 200 generations, the evolution stops without going through all generations.

8. Experimental results

To demonstrate the efficiency of the proposed performance driven synthesis flow, we conducted experiments on a suite of benchmark circuits, using a SUN Ultra Sparc 10 workstation with
1 gigabyte of memory. At first, the proposed performance estimation method is evaluated. We compare the acquired estimated results with the results of Petri-Net simulation at the template-level abstraction and also those are achieved in the post-synthesis simulation. Then, we show the power optimization results. At last, the proposed average-case power optimization scheme is compared with the worst-case power optimization ones by synthesis of an asynchronous Reed–Solomon decoder as the benchmark.

8.1. Performance estimation results

We have synthesized a Hamming encoder with un-optimized progression of AsynchTool [5] and performed Petri-Net and post-synthesis simulations to determine the average cycle time and the average throughput. Its Petri-Net has the 27 choices and three level of dependency exist in 5 choices (others have 2 level of dependency). Average values, which must be considered as performance metric, are completely dependent on the value of the inputs. A set of stimuli (150 stimuli vectors) is applied to the Petri-Net and post-synthesis simulation to compute the average performance metrics. Data items in the stimuli are chosen in completely random process with a known static range for each input. We have developed a Petri-Net simulation engine which supports simple choices. The core simulator is based on SystemC. SystemC models for transition and places are developed and the tool is also able to automatically elaborate a detailed SystemC model for each input Petri-Net. Post-synthesis simulation is done with a Standard Verilog Simulator (Such as Modelsim). The proposed static performance estimation method is also applied, however, no stimuli is needed as the simulation is totally probabilistic.

Fig. 8 shows the average throughput for both simulations and the static analysis manner. As it can be seen in the figure the estimated throughput follows the average Petri-Net and post-synthesis simulation result. The total error is computed as 5.78% and 7.26% compared to Petri-Net and post-synthesis simulation, respectively. In Max-Performance case, the leakage power accounts for 79% of the total power while the dynamic power accounts for 21% of the overall power. After applying all power reduction techniques, the static power accounts for only about 40% of the overall power while dynamic power accounts for 60%. A significant part of overall power reduction are from the static power reduction by using these techniques together.

8.2. Power optimization results

To test our method, we construct a dual-Vth and dual-Vdd and octal-size standard cell-library. The library was characterized using Berkeley 65-nm BSIM predictive model [29]. Based on the conclusion in [30] that the optimal second Vdd in dual-Vth system should be ~50% of the higher supply voltage, the possible gate supply voltages for our library are 1.1 and 0.55 V. For NMOS (PMOS) transistors, the high threshold voltage and the low threshold voltage are 0.18 V (~0.18 V) and 0.10 V (~0.10 V), respectively. The level converter implementation is borrowed from [11].

The ISCAS’98 benchmark circuits are chosen to map to our library. The AsynchTool is employed to synthesis benchmarks. Then developed tool automatically translates the decomposed circuit to its Petri-Net equivalent. Inputs and outputs of the circuit are connected to each other in Petri-Net structure to form a closed loop system. Initially all tokens placed in input nodes. The sizes of TPTNs range from 260 to 4500 nodes. The circuits were first optimized for maximum speed, and then, were optimized for lowest power consumption. The runtime for our benchmark ranges from 10 to 400 s, depending on circuit sizes and the structure of TPTN model of circuit.

Fig. 9 presents the leakage power and dynamic power breakdown for maximal speed optimized circuit and minimal power optimized circuit, respectively. In Max-Performance case, the leakage power accounts for average 79% of the total power while the dynamic power accounts for 21% of the overall power. After applying all power reduction techniques, the static power accounts for only about 40% of the overall power while dynamic power accounts for 60%. A significant part of overall power reduction are from the static power reduction by using these techniques together.
In Fig. 10, we use the circuit S641 as an example to illustrate the dynamics of proposed flow. The effectively lowest total power is obtained when the targeted performance is relaxed by 25%. As expected, both dynamic and leakage power decrease as the performance constraint is relaxed further. Promoting more relaxation would not help much. Since our target in this work is that the optimization of power consumption with lowest performance penalty, so we agree to up to 5% performance penalty in optimized circuits.

Fig. 11 shows the comparison of power consumption with only one low power technique available at a time to one equipped with three low power techniques. We can easily see from the figure that the dual-Vdd is the most effective way to reduce power while the dual-Vth is the less effective one. However, dual-Vth can still maintain good timing constraint achievements compared to the other three techniques. The curve with all available techniques can easily maintain low power consumption without huge incurring performance degradation.

To verify the real performance of originated circuits, we quantify the dynamic performance of both synthesized non-optimized and optimized circuits by a Timed Petri-Net simulator (again for the sake of blind review, we do not cite its name here). Fig. 12, which identifies the circuit throughput, shows that there is only 2.5% performance penalty on average in case of optimized circuits. It is more important to note that this scheme is easy to extend for more complicated standard cell-library.

8.3. Comparison to worst-case optimized circuits

In this section we used a circuit to better explore the efficiently of the proposed optimization flow in practice. We selected a Reed–Solomon decoder as a test-bench [38]. The general optimized synthesis approach has been evaluated on this circuit and separately on its modules and the results have been shown in Table 1. Then, we conducted two power driven synthesis experiments on this benchmark: average-case (this work) and worst-case [14] power driven synthesis methods.

A set of stimuli (1000 stimuli vectors) is applied to the post-synthesis simulation to compute the average performance metrics of all designs. The power comparison between un-optimized and average-case optimized circuits demonstrates that an optimized circuit typically has significant improvement (up to 7X) compared to its un-optimized synthesized circuit. We compare the average-case optimizer to worst-case optimizer and report the percentage improvement. Table 1 compares the worst-case and average-case power optimizers. The results demonstrate that our average case optimizer can yield significant power improvements over the traditional worst-case optimizer. This improvement may be attributed to the fact that our method uses low-Vth and high-Vdd and big-size only on highly-frequent critical cycles.
9. Conclusion

An efficient design framework for optimizing reducing total power consumption of asynchronous circuits while maintaining the high performance of circuits is presented. The decomposed circuit is used to generate a Probabilistic Timed Petri-Net model which captures the dynamic behavior of the system. The proposed assigning threshold-voltage, supply-voltage and template sizing method is based on a quantum genetic algorithm. The experimental results on a set of ISCAS benchmark circuits show that our proposed technique can achieve on average 5X–7X savings for power consumption, while there is only 2.5% performance penalty in average. Our results demonstrate that our techniques can simultaneously lead to significantly lower power consumption and significantly smaller area when compared tour previous worst-case technique [14].

One advantage of our approach is that the parallel nature of quantum genetic algorithms suggests parallel processing as the natural route to explore. Implementation of a parallel version of this method is the one of our future works. An extension of our approach to consider the number of tokens in a circuit is an interesting area of future research.
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Table 1

<table>
<thead>
<tr>
<th>Modules of test-bench</th>
<th>Un-optimized</th>
<th>Worst-case optimization</th>
<th>Average-case optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average throughput</td>
<td>Total power</td>
<td>Average throughput</td>
</tr>
<tr>
<td>Reed–Solomon</td>
<td>2.372 Gbps</td>
<td>16,804</td>
<td>2.838 Gbps</td>
</tr>
</tbody>
</table>